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Welcome to the Progress® DataDirect® Hybrid Data Pipeline Deployment and Best Practices Guide. This guide provides documentation on deploying and backing up Hybrid Data Pipeline in addition to detailed instruction for handling specific upgrade and recovery scenarios. Most scenarios are discussed in the context of a production environment with Hybrid Data Pipeline running on one or more nodes behind a load balancer. However, much of the information provided may be applied to standalone deployments when Hybrid Data Pipeline is deployed on a standalone machine.

For details, see the following topics:

- Product requirements
- Deployment guidelines

**Product requirements**

Hybrid Data Pipeline provides access to multiple data sources through a single, unified interface. The Hybrid Data Pipeline server can be supported with the installation and configuration of additional components such as the On-Premises Connector, the ODBC driver, and the JDBC driver.

**Note:** For REST-based data access for mobile apps and desktop applications, no local software is needed.

Before proceeding with the installation of the server or additional components, confirm that your environment meets the requirements described in the following sections.
Hybrid Data Pipeline server

The Hybrid Data Pipeline server must be installed on a 64-bit Linux machine with, at minimum, 4 cores and 8 GB of RAM.

Note: The OpenJDK 8 JRE is installed with the server and used at runtime. However, you may integrate an external JRE to support the service. OpenJDK 8 and Oracle Java 8 JREs are supported for external integration. See External JRE support and integration on page 43 for details.

<table>
<thead>
<tr>
<th>Platform</th>
<th>64-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linux</td>
<td>Operating System</td>
</tr>
<tr>
<td></td>
<td>• Centos 4, 5, 6, 7</td>
</tr>
<tr>
<td></td>
<td>• Oracle 4, 5, 6, 7</td>
</tr>
<tr>
<td></td>
<td>• Red Hat Enterprise 4, 5, 6, 7</td>
</tr>
<tr>
<td></td>
<td>• SUSE Enterprise Server 10, 11, 12, 13</td>
</tr>
<tr>
<td></td>
<td>• Ubuntu 16 and higher</td>
</tr>
</tbody>
</table>

On-Premises Connector

The On-Premises Connector must be installed on a 64-bit Windows machine with, at minimum, 4 cores and 8 GB of RAM.

Note: The OpenJDK 8 JRE is installed with the On-Premises Connector and used at runtime. However, you may integrate an external JRE to support the On-Premises Connector. OpenJDK 8 and Oracle Java 8 JREs are supported for external integration. See External JRE support and integration on page 43 for details.

<table>
<thead>
<tr>
<th>Platform</th>
<th>64-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows</td>
<td>Operating System</td>
</tr>
<tr>
<td></td>
<td>• Windows 10</td>
</tr>
<tr>
<td></td>
<td>• Windows 8.1</td>
</tr>
<tr>
<td></td>
<td>• Windows 7</td>
</tr>
<tr>
<td></td>
<td>• Windows Server 2012 Service Pack 2</td>
</tr>
<tr>
<td></td>
<td>• Windows Server 2008</td>
</tr>
</tbody>
</table>
**JDBC driver**

An installation of the JDBC driver requires 21 MB of hard disk space at minimum. A supported JVM must be defined on your system path. The following JVM implementations are supported.

<table>
<thead>
<tr>
<th>JVM (32-bit and 64-bit JVMs supported)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Oracle Java 8 and 11</td>
</tr>
<tr>
<td>• OpenJDK 8 and 11</td>
</tr>
</tbody>
</table>

**ODBC driver**

An installation of the ODBC driver requires 132 MB of hard disk space at minimum. The following platforms are supported.

<table>
<thead>
<tr>
<th>Platform</th>
<th>32-bit</th>
<th>64-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIX</td>
<td>• 7.1</td>
<td>• 7.1</td>
</tr>
<tr>
<td></td>
<td>• 6.1</td>
<td>• 6.1</td>
</tr>
<tr>
<td></td>
<td>• 5.3 Fixpack 5</td>
<td>• 5.3 Fixpack 5 or higher</td>
</tr>
<tr>
<td>HP-UX PA-RISC</td>
<td>• 11i Version 3.0 (B.11.3x)</td>
<td>na</td>
</tr>
<tr>
<td></td>
<td>• 11i Version 2.0 (B.11.23)</td>
<td></td>
</tr>
<tr>
<td>HP-UX IPF</td>
<td>• 11i Version 3.0 (B.11.3x)</td>
<td>• 11i Version 3.0 (B.11.3x)</td>
</tr>
<tr>
<td></td>
<td>• 11i Version 2.0 (B.11.23)</td>
<td>• 11i Version 2.0 (B.11.23)</td>
</tr>
<tr>
<td>Linux</td>
<td>• CentOS Linux 4, 5, 6, 7</td>
<td>• CentOS Linux 4, 5, 6, 7</td>
</tr>
<tr>
<td></td>
<td>• Debian 7.11, 8.5</td>
<td>• Debian 7.11, 8.5</td>
</tr>
<tr>
<td></td>
<td>• Oracle Linux 4, 5, 6, 7</td>
<td>• Oracle Linux 4, 5, 6, 7</td>
</tr>
<tr>
<td></td>
<td>• Red Hat Enterprise 4, 5, 6, 7</td>
<td>• Red Hat Enterprise 4, 5, 6, 7</td>
</tr>
<tr>
<td></td>
<td>• SUSE Enterprise Server 10, 11, 12</td>
<td>• SUSE Enterprise Server 10, 11, 12</td>
</tr>
<tr>
<td></td>
<td>• Ubuntu 14.04, 16.04</td>
<td>• Ubuntu 14.04, 16.04</td>
</tr>
<tr>
<td>Oracle Solaris on SPARC</td>
<td>• Oracle Solaris 11, 11 Express</td>
<td>• Oracle Solaris 11, 11 Express</td>
</tr>
<tr>
<td></td>
<td>• Oracle Solaris 8, 9, 10</td>
<td>• Oracle Solaris 8, 9, 10</td>
</tr>
<tr>
<td>Oracle Solaris x86: Intel</td>
<td>• Oracle Solaris 11, 11 Express</td>
<td>na</td>
</tr>
<tr>
<td>Platform</td>
<td>32-bit</td>
<td>64-bit</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>---------</td>
<td>--------------------------------------------</td>
</tr>
<tr>
<td>Oracle Solaris x64: Intel and AMD</td>
<td>na</td>
<td>• Oracle Solaris 11, 11 Express</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Oracle Solaris 10</td>
</tr>
<tr>
<td>Windows</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Windows 10</td>
<td></td>
<td>• Windows 10</td>
</tr>
<tr>
<td>Windows 8.1</td>
<td></td>
<td>• Windows 8.1</td>
</tr>
<tr>
<td>Windows 7</td>
<td></td>
<td>• Windows 7</td>
</tr>
<tr>
<td>Windows Server 2016</td>
<td></td>
<td>• Windows Server 2016</td>
</tr>
<tr>
<td>Windows Server 2012</td>
<td></td>
<td>• Windows Server 2012</td>
</tr>
<tr>
<td>Windows Server 2008</td>
<td></td>
<td>• Windows Server 2008</td>
</tr>
</tbody>
</table>

**Browser for Hybrid Data Pipeline Web UI**
The following browsers are supported.

<table>
<thead>
<tr>
<th>Browser</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chrome</td>
<td>Chrome 53.0 and higher</td>
</tr>
<tr>
<td>Edge</td>
<td>42 and higher</td>
</tr>
<tr>
<td>Firefox</td>
<td>Firefox 48 and higher</td>
</tr>
<tr>
<td>Internet Explorer</td>
<td>Internet Explorer 11.0 and higher</td>
</tr>
<tr>
<td>Safari</td>
<td>Safari 9.1 and higher</td>
</tr>
</tbody>
</table>

**Deployment guidelines**
Hybrid Data Pipeline is a highly adaptable software service that can be securely integrated into a variety of network environments. Follow these guidelines to get your Hybrid Data Pipeline environment up and running.

* Determine how to deploy Hybrid Data Pipeline. Configurations and best practices depend in part on whether you are deploying the service on a standalone node or deploying the service on one or more nodes behind a load balancer. See Deployment scenarios on page 13 for detailed information.

* Determine which components you need to install and configure in addition to the Hybrid Data Pipeline server. The ODBC driver must be installed to support ODBC applications, and the JDBC driver to support JDBC applications. The On-Premises Connector can be installed for direct, secure access to on-premises data sources.

* Ensure that Product requirements on page 7 are met for each component you are installing. At this time, the Hybrid Data Pipeline server must be installed on a Linux 64-bit machine with, at minimum, 4 cores and 8 GB of RAM.
Deployment guidelines

- Collect the information needed for server installation. For example, host and port information must be supplied during the installation of the Hybrid Data Pipeline server. The information you need, in part, depends on your deployment scenario.

- Install the Hybrid Data Pipeline server. Refer to the Progress DataDirect Hybrid Data Pipeline Installation Guide for details.

- After installation of at least one Hybrid Data Pipeline server, you can modify your environment to use an external JRE at runtime as opposed to the embedded JRE that is shipped with the product package. See External JRE support and integration on page 43.

- After the installation of the server, proceed with the installation of supporting components, such as the On-Premises Connector, as appropriate. Refer to the Progress DataDirect Hybrid Data Pipeline Installation Guide for details.

- Build out the Hybrid Data Pipeline environment. Refer to the Progress DataDirect Hybrid Data Pipeline User's Guide for detailed information.
  - Establish a single-tenant or multitenant architecture.
  - Use the Web UI or Administrators API to provision users.
  - Use the Web UI or Data Sources API to create data sources to support queries to data stores such as Oracle and Salesforce.

- Configure your OData applications to query the data sources you have created. Refer to the Progress DataDirect Hybrid Data Pipeline User's Guide for details.

- Configure the ODBC and JDBC drivers, as well as your ODBC and JDBC applications, to query data sources. Refer to the Progress DataDirect Hybrid Data Pipeline User's Guide for details.
Deployment scenarios

Hybrid Data Pipeline can be deployed on a standalone machine or on one or more nodes behind a load balancer. Many configurations and best practices are contingent on how Hybrid Data Pipeline has been deployed.

For a production environment, Hybrid Data Pipeline should be deployed on one or more nodes behind a load balancer to support scalability and availability. In a load balancer deployment, client application requests must be directed to the load balancer which forwards requests to the node or nodes running the service. When multiple nodes have been deployed, requests are distributed across the cluster. See Load balancer deployment on page 14 for more information.

When deployed on a standalone node, the service is installed on a single host machine that manages all queries, simplifying maintenance and administration. A standalone deployment is not recommended for a production environment because it does not provide the scalability and availability of a load balancer deployment. However, a standalone deployment may be required due to resource limitations and other restrictions. If a standalone deployment is required in production, then, as a matter of best practices, the deployment should include an external system database and a user-specified key location. See Standalone deployment on page 28 for details.

Important: There is currently no migration path from a standalone deployment to a load balancer deployment. Therefore, a standalone deployment is not recommended for environments where scaling up the service may be desired. A standalone node deployment is also not recommended for security and system recovery purposes. If you want to move from a test environment to a production environment, you should begin by deploying Hybrid Data Pipeline on a single node behind a load balancer. When deploying the service on a single node behind a load balancer, you can increase availability and scalability as demanded, and address security and recovery concerns as required.

Whether you deploy the service on a standalone node or behind a load balancer, Hybrid Data Pipeline can be run on-premises or in the cloud. See the following topics for more information.

• Exposing on-premises data sources to cloud-based applications on page 42
Connecting an application in the cloud to on-premises data sources on page 42.

In addition, after at least one installation of the Hybrid Data Pipeline server, you can modify your environment to use an external JRE at runtime as opposed to the embedded JRE that is shipped with the product package. See External JRE support and integration on page 43.

For details, see the following topics:

- Load balancer deployment
- Standalone deployment
- Exposing on-premises data sources to cloud-based applications
- Connecting an application in the cloud to on-premises data sources
- External JRE support and integration

## Load balancer deployment

Hybrid Data Pipeline configuration depends in part on whether you are deploying the service on a standalone node or deploying the service on one or more nodes behind a load balancer. A load balancer deployment offers high availability and scalability, and is therefore the best option for production environments. In a load balancer deployment, the service is installed on one or more nodes behind a load balancer. Requests are handled by the load balancer which distributes requests across nodes.

Hybrid Data Pipeline is largely configured during the installation process. When installing the service on multiple nodes behind a load balancer, the initial installation of the Hybrid Data Pipeline server is used as a template for installations on additional nodes. The following configuration details should be addressed before installation to ensure a successful load balancer deployment.

- **Login credentials for load balancer deployment** on page 15
  
  Passwords for the default administrator and user accounts must be specified during installation of the Hybrid Data Pipeline server. When initially logging in to the Web UI or using the API, you must authenticate as one of these users.

- **Load balancer configuration** on page 15
  
  Hybrid Data Pipeline can be deployed on one or more nodes behind a load balancer to provide high availability and scalability. Hybrid Data Pipeline supports two types of load balancers.
  
  - Network load balancers that support the TCP tunneling protocol (such as HAProxy)
  - Cloud load balancers that support the WebSocket protocol (such as the AWS application load balancer and the Azure application gateway)

- **System database for load balancer deployment** on page 22
  
  A system database is required for storing user and configuration information. For load balancer deployments, an external database is required to serve as the system database. As a best practice, the external system database should be replicated, or mirrored, to promote the continuous availability of the service.

- **Shared files and the key location for load balancer deployment** on page 25
  
  The specification of a *key location* is required during installation. The installation program writes shared files used in the operation of the data access service to this directory. As a matter of best practices, the key location should be secured on a machine separate from the machines hosting the Hybrid Data Pipeline service or the machine hosting the system database.
• **Access ports for load balancer deployment** on page 26
  
The access ports used for Hybrid Data Pipeline should be enabled for incoming traffic and unallocated for other purposes.

• **SSL certificates for load balancer deployment** on page 27
  
  SSL/TLS encrypted communications between client applications and the load balancer are supported. In addition, all communications between the On-Premises Connector and the load balancer are SSL/TLS encrypted. SSL connections between the load balancer and the Hybrid Data Pipeline nodes are currently not supported.

• **Client application configuration for load balancer deployment** on page 27
  
  Applications and drivers must be properly configured to ensure a successful deployment of the service.

• **Browser configuration for load balancer deployment** on page 28
  
  For load balancer deployments, the browser you use to connect to the Web UI must have cookies enabled.

---

**Login credentials for load balancer deployment**

You must specify passwords for the default *d2admin* and *d2user* accounts during installation of the Hybrid Data Pipeline server. The default password policy is not enforced during installation of the server. However, best practices recommend that you follow the default password policy when specifying these account passwords. When initially logging in to the Web UI or using Hybrid Data Pipeline APIs, you must authenticate as one of these users.

**Hybrid Data Pipeline default password policy**

After installation, Hybrid Data Pipeline enforces the following password policy by default.

- The password must contain at least 8 characters.
- The password must not contain more than 12 characters. A password with a length of 12 characters is acceptable.
- The password must not contain the username.
- Characters from at least three of the following four groups must be used in the password:
  - Uppercase letters A-Z
  - Lowercase letters a-z
  - Numbers 0-9
  - Non-white space special characters

---

**Load balancer configuration**

The Hybrid Data Pipeline product package does not include a load balancer. However, Hybrid Data Pipeline can be deployed on one or more nodes behind a load balancer to provide high availability and scalability. Hybrid Data Pipeline supports two types of load balancers: network load balancers that support the TCP tunneling protocol and cloud load balancers that support the WebSocket protocol. In turn, the load balancer must be configured to support the Hybrid Data Pipeline environment according to the following criteria.

- The load balancer must be configured to accept HTTPS connections on port 443 and unencrypted HTTP connections on port 80.
The load balancer must be configured for SSL termination to support encrypted communications between clients and the load balancer. The configuration of the load balancer depends in part on the type of SSL certificate supplied. See SSL certificates for load balancer deployment on page 27 for details.

The load balancer must support session affinity. The load balancer must either be configured to supply its own cookies or to pass the cookies generated by the Hybrid Data Pipeline service back to the client. The Hybrid Data Pipeline service provides a cookie named C2S-SESSION that can be used by the load balancer. For ODBC and JDBC applications, the ODBC and JDBC drivers automatically use cookies for session affinity. OData applications should be configured to echo cookies for optimal performance.

The load balancer must pass the hostname in the Host header when a request is made to an individual Hybrid Data Pipeline node. For example, if the hostname used to access the cluster is hdp.mycorp.com and the individual nodes behind the load balancer have the hostnames hdpsvr1.mycorp.com, hdpsvr2.mycorp.com, hdpsvr3.mycorp.com, then the Host header in the request forwarded to the Hybrid Data Pipeline node must be the load balancer hostname hdp.mycorp.com.

The load balancer must supply the X-Forwarded-Proto header to indicate to the Hybrid Data Pipeline node whether the request was received by the load balancer as an HTTP or HTTPS request.

The load balancer must supply the X-Forwarded-For header for IP address filtering. The X-Forwarded-For header is also required if the client IP address is needed for Hybrid Data Pipeline access logs. If the X-Forwarded-For header is not supplied, the IP address in the access logs will always be the load balancer’s IP address.

The load balancer may be configured to run HTTP health checks against nodes with the Health Check API.

Additional configuration is required for the following scenarios.

- If you are using the On-Premises Connector with a network load balancer such as HAProxy, see Configuring a network load balancer with the On-Premises Connector on page 16 for additional configuration requirements.
- If you are using the On-Premises Connector with a cloud load balancer such as the AWS Application Load Balancer or the Azure Application Gateway, see Configuring a cloud load balancer with the On-Premises Connector on page 19 for additional configuration details.

### Configuring a network load balancer with the On-Premises Connector

When running Hybrid Data Pipeline behind a network load balancer with an On-Premises Connector, the load balancer must be configured to route requests for on-premises data sources to the correct server nodes.

There are two general steps involved in configuring your load balancer to support on-premises data access. First, a custom Access Control List must be created to direct requests for the On-Premises Connector to cluster nodes. Second, a backend notification pool that specifies the on-premises port for each cluster node must be created. The following instructions explain how an HAProxy load balancer can be configured to support Hybrid Data Pipeline access to backend data sources using the On-Premises Connector. These instructions may be adapted for other load balancers, such as NGINX and F5.

The Hybrid Data Pipeline installation program automatically generates an HAProxy configuration file for each installation of the server. These HAProxy configuration files are written to the HAProxy subdirectory in the key location directory specified during installation. These files must be merged to create a single HAProxy configuration file for a load balancer deployment of Hybrid Data Pipeline.

Take the following steps to create an HAProxy configuration file for a load balancer deployment using the On-Premises Connector.

1. Create an Access Control List (ACL) to direct requests for the On-Premises Connector to each Hybrid Data Pipeline server.
Note: Options 1 and 2 below may be used in combination.

- **Option 1.** Use a custom header to direct requests. Each entry should be prefixed with `acl`.

  In this example, the custom header `X-DataDirect-OPC-Host` is used to direct requests to the server `service2.myserver.com` through the default On-Premises Port 40501.

  ```
  acl is_opa_hdr_service2_myserver_com_40501 hdr(X-DataDirect-OPC-Host)
  -i opa_service2_myserver_com_40501
  use_backend opa_service2_myserver_com_40501 if is_opa_hdr_service2_myserver_com_40501
  ```

- **Option 2.** Use URL routing to direct requests. Each entry should be prefixed with `acl`.

  In this example, URL routing is used to direct requests to the server `service2.myserver.com` through the default On-Premises Port 40501.

  ```
  acl is_opa_url_service2_myserver_com_40501 path_end
  -i /connect/opa_service2_myserver_com_40501
  use_backend opa_service2_myserver_com_40501 if is_opa_url_service2_myserver_com_40501
  ```

2. Add each Hybrid Data Pipeline server to the backend notification pool section using the `server` keyword.

   In the following example, the server `server2.myserver.com` has been added to the backend `hdp_notification_pool` section, and health checks have been enabled at the root with the `httpchk` property.

   ```
   backend hdp_notification_pool
       mode http
       option http-tunnel
       balance roundrobin
       option httpchk HEAD /
       http-check expect status 200

   #HDP Notification Server Definitions
   server server1.myserver.com 11.22.111.105:11280 check
   server server2.myserver.com 11.22.111.106:11280 check
   ```

3. Create a backend pool that specifies the On-Premises Port for each Hybrid Data Pipeline server that supports the On-Premises Connector by adding a backend section to the configuration file.

   For example, the following `backend` section is for a node on the `service2.myserver.com` server using the default On-Premises Port 40501. Health checks have been enabled at the root with the `httpchk` property.

   ```
   backend opa_service2_myserver_com_40501
       mode http
       option http-tunnel
       option httpchk HEAD /
       http-check expect status 200
       server service2.myserver.com 11.22.111.106:40501 check
   ```

4. Add each Hybrid Data Pipeline server to the default backend pool using the `server` keyword.

   In the following example, `server2.myserver.com` has been added to the backend `hdp_default_backend` pool, and health checks have been enabled by specifying the `/api/healthcheck` endpoint with the `httpchk` property.

   ```
   backend hdp_default_backend
       mode http
       balance roundrobin
       option httpchk HEAD /api/healthcheck
   ```
http-check expect status 200
cookie HDP_SESSION Insert nocache

#HDP Server Definitions
server service1.myserver.com 11.22.11.105:8080 check cookie service1.myserver.com
server service2.myserver.com 11.22.111.106:8080 check cookie service2.myserver.com

Example
The following example demonstrates an HAProxy configuration file for using the load balancer with two server nodes that have the On-Premises connector enabled, service1.myserver.com and service2.myserver.com. To create this file, the required sections were copied from the generated configuration file for service2.myserver.com into the generated file for service1.myserver.com. Copied sections are indicated with comments.

global
    log 127.0.0.1 local0
    chroot /var/lib/haproxy
    daemon

defaults
    log global
    mode http
    option httplog
    option dontlognull
    timeout connect 5s
    timeout client 15m
    timeout server 15m

##############################################################################
# Configuration for OPC with load balancer.
##############################################################################
frontend lb_opc_nodes
    bind *:80
    #Replace /common/hdpsmoke/shared/redist/ddcloud.pem with the location of the
    #loadbalancer SSL certificate
    bind *:443 ssl crt /common/hdpsmoke/shared/redist/ddcloud.pem
    #In production port 80 should be a permanent redirected to 443 by uncommenting the
    #following line
    #redirect scheme https code 301 if !{ ssl_fc }
    mode http
    default_backend hdp_default_backend

    #Define rules for HDP Notification Servers
    acl is_hdp_notification2 path_end -i /connect/X_DataDirect_Notification_Server
    use_backend hdp_notification_pool if is_hdp_notification2

    acl is_hdp_notificationhdr(X-DataDirect-OPC-Host)-i X_DataDirect_Notification_Server
    use_backend hdp_notification_pool if is_hdp_notificationhdr

    #Rules for on-premises connection to service.myserver.com
    acl is_url_opa_service1_myserver_com_40501 path_end -i /connect/opa_service1_myserver_com_40501
    use_backend opa_service1_myserver_com_40501 if is_url_opa_service1_myserver_com_40501

    acl is_hdr_opa_service1_myserver_com_40501 hdr(X-DataDirect-OPC-Host) -i opa_service1_myserver_com_40501
    use_backend opa_service1_myserver_com_40501 if is_hdr_opa_service1_myserver_com_40501
Configuring a cloud load balancer with the On-Premises Connector

Hybrid Data Pipeline can be deployed on a web service, such as Amazon Web Services or Microsoft Azure, behind a cloud load balancer that supports the WebSocket protocol. When using an On-Premises Connector, the cloud load balancer must be configured to route requests for on-premises data sources to the correct server nodes.

The instructions in this section describe how an Amazon Web Services load balancer must be configured to support Hybrid Data Pipeline. These instructions assume that you have completed the following deployment tasks.

- Created a Virtual Private Cloud (VPC) to host a Hybrid Data Pipeline environment.
• Created AWS compute instances in the VPC for each node that will be used to support the Hybrid Data Pipeline environment.

• Provisioned an RDS database instance to operate as a system database for storing user and configuration information.

• Created a file system on a node in the VPC to be used as the key location for shared files.

• Installed the Hybrid Data Pipeline server on each node that will be hosting the service.
  
  • The key location specified during the initial installation must reside on a node in the VPC.
  
  • The system database specified during initial installation must be the RDS database instance for storing user and configuration information.

• Created an AWS Application Load Balancer in the VPC to connect to Hybrid Data Pipeline.

The following general steps must be taken to configure routing and listening rules in the AWS Application Load Balancer. The corresponding topics provide detailed instruction for each step.

1. Create a target group for default routing to the Hybrid Data Pipeline service API on page 20

2. Create a target group for notifications on page 20

3. Create a target group for on-premises access on page 21

4. Configure target routing on page 21

Once the Application Load Balancer has been configured with listener and target group rules, you can install On-Premises Connectors.

Create a target group for default routing to the Hybrid Data Pipeline service API

Take the following steps to create a target group for default routing.

1. Use the AWS console to create a load balancer target group.

2. Specify target group details.

   Name - <Name for your HDP cluster nodes>
   Protocol – HTTP
   Port 8080
   Target type - Instance
   VPC <Name of your VPC>

3. Set up health checks.

   Protocol: HTTP
   Port: 8080
   Path: /api/healthcheck

4. Save the target group.

5. Register each Hybrid Data Pipeline instance as a target on port 8080.

6. Set the stickiness attribute for the target group to 5 minutes.

Create a target group for notifications

Take the following steps to create a target group for notifications.
1. Use the AWS console to create a load balancer target group.

2. Specify target group details.

   Target Group Name: <Name for your Notification Server Group>
   Protocol HTTP
   Port 11280
   Target type instance
   VPC <Name of your VPC>

3. Set up health checks.

   Protocol: HTTP
   Path: /
   Port: Select traffic port

4. Save the target group.

5. Register each Hybrid Data Pipeline instance as a target on port 11280.

6. Disable stickiness via the stickiness attribute.

Create a target group for on-premises access

Take the following steps to create a target group for on-premises access.

1. Use the AWS console to create a load balancer target group.

2. Specify target group details.

   Target Group Name: <Name for your 1st OPA Target Group>
   Protocol HTTP
   Port 40501
   Target type instance
   VPC <Name of your VPC>

3. Set up health checks.

   Protocol: HTTP
   Path: /
   Port: Select traffic port

4. Save the target group.

5. Register the first Hybrid Data Pipeline instance as a target on port 40501.

6. Disable stickiness via the stickiness attribute.

7. Repeat steps 1 through 6 for each Hybrid Data Pipeline instance.

Configure target routing

Take the following steps to configure target routing.

1. Create a rule to route to the notifications target group by setting Path is to
   /connect/X_DataDirect_Notification_Server.
Note: For load balancers that support routing with HTTP headers, the header X-DataDirect-OPC-Host:X_DataDirect_Notification_Server should be used.

2. For each node running the Hybrid Data Pipeline service, create a rule to route to the corresponding on-premises access target by setting Path is to /connect/<opa_routing_key>.

Note: The format of the <opa_routing_key> is opa_<hosturl>_<opaport> where <hosturl> is the hostname specified during installation with dot characters replaced by underscores, and <opaport> is the On-Premises Access port number. For example, the routing key for nc-d2c02.americas.test.com on port 40501 would be opa_nc-d2c73_americas_test_com_40501.

3. Create a default routing rule. The Forward to attribute should be set to the Hybrid Data Pipeline service API target group.

Important: Setting the default rule for routing requests to the Hybrid Data Pipeline service API must be completed after creating the rules for routing to the On-Premises Access and Notifications servers.

System database for load balancer deployment

Hybrid Data Pipeline requires a system database for storing user and configuration information. When deploying the service behind a load balancer, you must use a supported external database. An external system database ensures that user and configuration information is consistent across multiple nodes behind the load balancer. These nodes use the system information on the external system database to access data and return successful queries. In addition, an external system database provides better security and more flexibility for backing up system information. As a best practice, the external system database should be replicated, or mirrored, to promote the continuous availability of the service. Configuring Hybrid Data Pipeline to use a system database occurs during installation.

External system databases

Hybrid Data Pipeline requires a system database for storing sensitive information used in the operation of the data access service. For a standalone node deployment, you can opt to use either the embedded internal database or a supported external database. For a load balancer deployment, you must use an external database. Depending on the external database you are using, certain requirements must be met. See the following sections for details.

- Supported databases on page 22
- Oracle requirements
- MySQL Community Edition requirements on page 23
- Microsoft SQL Server requirements on page 24
- PostgreSQL requirements on page 24

Supported databases

Note: Hybrid Data Pipeline supports Amazon RDS instances that are compatible with these supported database versions.
<table>
<thead>
<tr>
<th>Database</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft Azure SQL Database</td>
<td>Microsoft Azure SQL Database 11</td>
</tr>
<tr>
<td>Microsoft SQL Server</td>
<td>Microsoft SQL Server 2016</td>
</tr>
<tr>
<td></td>
<td>Microsoft SQL Server 2014</td>
</tr>
<tr>
<td>MySQL Community Edition</td>
<td>Support based on MySQL Connector/J 5.1⁴²</td>
</tr>
<tr>
<td>Oracle Database</td>
<td>Oracle 12c R1, R2 (12.1, 12.2)</td>
</tr>
<tr>
<td></td>
<td>Oracle 11g R2 (11.2)</td>
</tr>
<tr>
<td>PostgreSQL</td>
<td>PostgreSQL 11</td>
</tr>
</tbody>
</table>

**Oracle requirements**

If you plan to store system information in an external Oracle database, you must provide the following information.

- Hostname (server name or IP address)
- Port information for the database. The default is 1521.
- SID or Service Name
- Administrator and user account information
  - An administrator name and password. The administrator must have the following privileges:
    - CREATE SESSION
    - CREATE TABLE
    - CREATE ANY SYNONYM
    - CREATE SEQUENCE
    - CREATE TRIGGER
  - A user name and password for a standard account. The standard user must have the CREATE SESSION privileges.

**MySQL Community Edition requirements**

If you plan to use a MySQL Community Edition database as an external system database, you must provide the following.

- A MySQL Connector/J driver, version 5.1, and its location
  - To download the driver, visit the MySQL developer website at https://dev.mysql.com/.
- Hostname (server name or IP address)
- Port information for the database. The default is 3306.
- Database Name

---

⁴² Hybrid Data Pipeline does not provide a driver for MySQL Community Edition. MySQL Connector/J 5.1 must be used to support the use of MySQL Community Edition as an external system database. Therefore, you should refer to the MySQL Connector/J 5.1 documentation for information on supported versions of MySQL Community Edition.
• Administrator and user account information:
  • An administrator user name and password. The administrator must have the following privileges:
    • ALTER
    • CREATE
    • DROP
    • DELETE
    • INDEX
    • INSERT
    • REFERENCES
    • SELECT
    • UPDATE
  • A user name and password for a standard account. The standard user must have the following privileges:
    • DELETE
    • INSERT
    • SELECT
    • UPDATE

Microsoft SQL Server requirements
If you plan to store system information in an external SQL Server database, you must take the following steps when setting up the SQL Server database.

1. Create a database schema to be used for storing Hybrid Data Pipeline system information.
2. Create an administrator who can access the newly created schema. The administrator must have the CREATE TABLE privileges.
3. Create a user who can access the newly created schema. The user must have the CREATE SESSION privileges.

After the SQL Server database has been setup, you must provide the following information during installation:
• Hostname (server name or IP address)
• Port information for the database. The default is 1433.
• Database Name
• Schema Name
• Administrator and user account information
  • An administrator name and password. The administrator must have the CREATE TABLE privileges.
  • A user name and password for a standard account. The user must have the CREATE SESSION privileges.

PostgreSQL requirements
If you plan to store system information on an external PostgreSQL database, you must take the following steps when setting up the PostgreSQL database.
1. Enable the `citext` PostgreSQL extension.
2. Create a database schema to be used for storing Hybrid Data Pipeline system information.
3. Create an administrator who can access the newly created schema. The administrator must have privileges to create tables.
4. Create a user who can access the newly created schema. The user must have privileges to select, insert, update, delete, and sequence tables.

After the PostgreSQL database has been setup, you must provide the following information during installation:

- Hostname (server name or IP address)
- Port information for the database. The default is 5432.
- Database Name
- Administrator and user account information
  - An administrator name and password. The administrator must have privileges to create tables.
  - A user name and password for a standard account. The user must have privileges to select, insert, update, delete, and sequence tables.

### Shared files and the key location for load balancer deployment

Hybrid Data Pipeline requires the specification of a *key location* during installation. The installation program writes shared files used in the operation of the data access service to this directory. For a load balancer deployment, the key location must be accessible to the node or nodes running the service.

#### Shared files

The following files are stored in the key location for a load balancer deployment.

- `.backup`: A backup copy of the contents of the install directory from the previous install. This is used to restore the contents of the directory if there is an error during an upgrade.
- `key`: Reference to the file containing the encryption key for the Hybrid Data Pipeline database.
- `key00`: Encryption key for the system database. This key is used to encrypt sensitive information such as data source user IDs and passwords, security tokens, access tokens and other user or data source identifying information. If this is not present, or was over written during the installation, then you will not be able decrypt any of the encrypted information in the system database.
- `key-cred`: Encryption key for credentials contained in Hybrid Data Pipeline configuration files. Examples of credentials in the config files include the user ID and password information for the system database.
- `db/*`: Encrypted information about the system database. The contents of these files are encrypted using the `key-cred` key. Used by the installer when performing an upgrade or installing on an additional node. If these are not present, or do not have valid encoding, the installation or upgrade will fail.
- `dddrivers/*`: A directory of internally supported drivers that have been updated after a product upgrade.
- `drivers/*`: The directory used for integrating third party drivers with Hybrid Data Pipeline.
- `plugins/*`: JAR files for external authentication plugins.
- `authKey`: Authentication key for the On-Premises Connector. This key is used to encrypt the user ID and password information in the On-Premises Connector configuration file. The key in this file is encrypted using a key built into the On-Premises Connector. This encrypted key is included in the `OnPremise.properties`
configuration file distributed with the On-Premises Connector. If this is overwritten or incorrect, the On-Premises Connector will not be able to authenticate with Hybrid Data Pipeline.

- **ddcloud.jks**: Sun SSL keystore. This keystore contains the Hybrid Data Pipeline server SSL certificate if the SSL termination is done at the Hybrid Data Pipeline server.

- **ddcloud.bks**: Bouncy Castle SSL keystore. This keystore contains the same SSL certificate as the ddcloud.jks keystore. This keystore is in the Bouncy Castle keystore format and is used when the server is configured to run in FIPS compliant mode. Should only be present with FIPS enabled.

- **ddcloudTrustStore.jks**: Sun SSL truststore. This truststore contains the root CA certificate needed to validate the server SSL certificate. This truststore is distributed with the On-Premises Connector and with the ODBC and JDBC drivers, allowing these components to validate the Hybrid Data Pipeline server certificate.

- **ddcloudTrustStore.bks**: Bouncy Castle SSL truststore. Should only be present with FIPS enabled. This truststore contains the root CA certificate needed to validate the server SSL certificate in the Bouncy Castle keystore format. The Bouncy Castle SSL library does not use the default Java cacerts file, so this truststore is populated with the contents of the default cacerts file and the root certificate needed to validate the Hybrid Data Pipeline server certificate. Should only be present with FIPS enabled.

- **key-opc**: Contains the unencrypted encryption key. The authKey above contains the encrypted version of this key. This key is not shipped with the On-Premises Connector.

- **global.properties**: Stores properties and other information shared between nodes in a cluster.

- **redist/***: Redistributable files. These files are used to install the On-Premises Connector and the ODBC and JDBC drivers.

### Access ports for load balancer deployment

Multiple access ports on nodes hosting the Hybrid Data Pipeline server must be opened and unassigned to other functions. The following tables document the required ports and default port numbers. The installation program for the Hybrid Data Pipeline server confirms that default ports are available and allows new port values to be assigned when needed. Port values are passed during the installation of Hybrid Data Pipeline servers.

#### Server Access Port

A Server Access Port must be opened for the load balancer. As a matter of best practices, the load balancer should be configured for SSL/TLS termination.

<table>
<thead>
<tr>
<th>Name</th>
<th>Default</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTTP Port</td>
<td>8080</td>
<td>Port that exposes Hybrid Data Pipeline</td>
</tr>
</tbody>
</table>

#### Server Internal Ports

The Shutdown Port must be opened. However, as a matter of best practice, the Shutdown Port should not be available outside the firewall of the Hybrid Data Pipeline server. For a load balancer installation, the Internal API Port on any node must be open to all the other nodes in the cluster. The Internal API Port should not be available outside the firewall.

<table>
<thead>
<tr>
<th>Name</th>
<th>Default</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal API Port</td>
<td>8190</td>
<td>Non-SSL port for the Internal API</td>
</tr>
<tr>
<td>Shutdown Port</td>
<td>8005</td>
<td>Shutdown port</td>
</tr>
</tbody>
</table>
On-Premises Access Ports

The Message Queue Port must be opened. For a load balancer installation with the On-Premises Connector, the On-Premises Access Port and the TCP Notification Server Port must be opened for the load balancer.

<table>
<thead>
<tr>
<th>Name</th>
<th>Default</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-Premises Port</td>
<td>40501</td>
<td>Port for the On-Premises Connector</td>
</tr>
<tr>
<td>TCP Port</td>
<td>11280</td>
<td>Port for the Notification Server</td>
</tr>
<tr>
<td>Message Queue Port</td>
<td>8282</td>
<td>Port for the message queue</td>
</tr>
</tbody>
</table>

SSL certificates for load balancer deployment

The following SSL encrypted communications are supported for a load balancer deployment.

- Communications between the browser and the Hybrid Data Pipeline Web UI when the load balancer is configured for SSL.
- Communications between applications using the REST API, including the OData API, and the load balancer.
- Communications between the JDBC or ODBC drivers and the load balancer.
- Communications between the On-Premises Connector and the load balancer.

**Important:** SSL connections between the load balancer and the Hybrid Data Pipeline nodes are currently not supported.

The following guidelines should be used when implementing SSL in a Hybrid Data Pipeline environment.

- The load balancer needs to be configured with the root certificate and any intermediate certificates necessary to establish the chain of trust to the root certificate.
- The root certificate must be specified as the SSL certificate during installation of the Hybrid Data Pipeline server. When intermediate certificates are required for the trust chain, then the SSL certificate must be supplied in a PEM file format. When there are no intermediate certificates, then the SSL certificate can be supplied in either DER or PEM file format.
- The SSL certificate specified during installation is used to generate the trust stores for the ODBC driver, JDBC driver, and On-Premises Connector. These files are written to the `redist` directory of the key location upon installation. Before installing the ODBC driver, the JDBC driver, or the On-Premises Connector, the trust store and properties files in the `redist` directory must be copied to the installer directory of the component you are installing.

Client application configuration for load balancer deployment

Client applications must be appropriately configured. In conjunction with ODBC and JDBC applications, ODBC and JDBC drivers will also need to be configured. OData applications will need their own modifications.

For the most part, configuration of the ODBC and JDBC drivers is handled during the installation of the drivers. If the drivers are installed using the configuration files generated by the Hybrid Data Pipeline server installation, then they will use the hostname of the load balancer or machine hosting the server. However, you may wish to configure the drivers in other ways.
OData applications must be modified to use the hostname of the load balancer for HTTP or HTTPS requests. Additionally, for optimal performance, OData applications should be configured to echo cookies for session affinity. OData applications must also be configured appropriately for SSL. See Node-to-node communication in OData Hybrid Data Pipeline load balancer environment on page 28 for details on communication between nodes when an OData client cannot be configured to echo cookies.

Node-to-node communication in OData Hybrid Data Pipeline load balancer environment

In an OData Hybrid Data Pipeline load balancer environment, the load balancer and OData clients should be configured to handle cookies to achieve session affinity and optimize OData query performance. The load balancer should supply its own cookies or pass the cookies generated by the Hybrid Data Pipeline service back to the OData client. In turn, the OData client should echo cookies to allow the load balancer to direct query requests to the node that initially received the query.

However, it is not always possible to configure an OData client to echo cookies. In such cases, Hybrid Data Pipeline uses an internal mechanism called the distributed file persistence manager. When a query is executed that requires file persistence, execution results are stored temporarily on the node that initially received the query. The manager associates the query with the node and the execution results stored there. If a request from the same query is routed to a different node in the cluster, the manager obtains the persisted execution results from the original node. The query results are then returned to the client by the node that received the request.

The distributed file persistence manager requires node-to-node communication using the HTTP protocol to achieve session affinity. The Internal API Port specified during Hybrid Data Pipeline server installation is the port used for this node-to-node communication. Data remains secure in the following respects. First, the Internal API Port (8190 default) is not exposed externally to the public facing network. Each node registers itself using this port, and communications are restricted. Second, a UUID is generated during the node registration process. This UUID is passed in as an HTTP header to confirm the validity of node-to-node communications. Third, the service stores persisted files on only a temporary basis.

Browser configuration for load balancer deployment

For load balancer deployments of Hybrid Data Pipeline, the browser you use to connect to the Web UI must have cookies enabled.

Standalone deployment

Hybrid Data Pipeline configuration depends in part on whether you are deploying the service on a standalone node or deploying the service on one or more nodes behind a load balancer. The standalone deployment simplifies installation and administration of the service. For this reason, the standalone deployment is an efficient way to test proof of concepts and evaluate the service. In a standalone deployment, the service is installed on a single host machine and queries must be directed to this machine.

Hybrid Data Pipeline is largely configured during the installation process. The following configuration details should be addressed before installation to ensure a successful standalone deployment.

• **Login credentials for standalone deployment** on page 29

  Passwords for the default administrator and user accounts must be specified during installation of the Hybrid Data Pipeline server. When initially logging in to the Web UI or using the API, you must authenticate as one of these users.
Standalone deployment

- **System database for standalone deployment** on page 30
  A system database is required for storing user and configuration information. For standalone deployments, you can use either the embedded internal database or a supported external database to serve as the system database. However, an external system database should be used in production environments.

- **Shared files and the key location for standalone deployment** on page 33
  The installation program creates shared files used in the operation of the data access service. During installation, you choose where and how these files should be stored. In a production environment, the files used to connect to the system database should be secured on a machine separate from the machines hosting the Hybrid Data Pipeline service and the system database. In addition, all shared files should be backed up as a matter of best practices. In the case of system failure, these backups can be used to restore the service.

- **Access ports for standalone deployment** on page 34
  The access ports used for Hybrid Data Pipeline should be enabled for incoming traffic and unallocated for other purposes.

- **SSL certificates for standalone deployment** on page 35
  To implement SSL/TLS in a Hybrid Data Pipeline environment, an SSL certificate file must be specified during installation. For standalone deployments, a self-signed certificate is available for testing or evaluation purposes, but a PEM file should be specified to enable SSL in a production environment.

- **Application and driver configuration for standalone deployment** on page 40
  Applications and drivers must be properly configured to ensure a successful deployment of the service.

- **Firewall and port redirection using iptables for standalone deployment** on page 40
  Hybrid Data Pipeline Web UI and API endpoints are exposed by default on port 8080 for HTTP connections or port 8443 for HTTPS connections. The iptables firewall utility can be used to route connections from the standard HTTP port 80 and HTTPS port 443 to these endpoints.

---

**Login credentials for standalone deployment**

You must specify passwords for the default `d2cadmin` and `d2cuser` accounts during installation of the Hybrid Data Pipeline server. The default password policy is not enforced during installation of the server. However, best practices recommend that you follow the default password policy when specifying these account passwords. When initially logging in to the Web UI or using Hybrid Data Pipeline APIs, you must authenticate as one of these users.

**Hybrid Data Pipeline default password policy**

After installation, Hybrid Data Pipeline enforces the following password policy by default.

- The password must contain at least 8 characters.
- The password must not contain more than 12 characters. A password with a length of 12 characters is acceptable.
- The password must not contain the username.
- Characters from at least three of the following four groups must be used in the password:
  - Uppercase letters A-Z
  - Lowercase letters a-z
System database for standalone deployment

Hybrid Data Pipeline requires a system database for storing user and configuration information. When deploying the service on a standalone node, you can opt to use either the embedded internal database or a supported external database. A standalone installation with an internal system database is the quickest way to get Hybrid Data Pipeline up and running. With this deployment, the service can be installed and administered from a single machine. This deployment is an efficient way to test and evaluate the service. However, for a production environment, an external system database should be used. An external system database provides better security and more flexibility for backing up system information. As a best practice, the external system database should be replicated, or mirrored, to promote the continuous availability of the service. Configuring Hybrid Data Pipeline to use a system database occurs during installation.

External system databases

Hybrid Data Pipeline requires a system database for storing sensitive information used in the operation of the data access service. For a standalone node deployment, you can opt to use either the embedded internal database or a supported external database. For a load balancer deployment, you must use an external database. Depending on the external database you are using, certain requirements must be met. See the following sections for details.

- Supported databases on page 30
- Oracle requirements
- MySQL Community Edition requirements on page 31
- Microsoft SQL Server requirements on page 32
- PostgreSQL requirements on page 32

Supported databases

Note: Hybrid Data Pipeline supports Amazon RDS instances that are compatible with these supported database versions.

<table>
<thead>
<tr>
<th>Database</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft Azure SQL Database</td>
<td>Microsoft Azure SQL Database 11</td>
</tr>
<tr>
<td>Microsoft SQL Server</td>
<td>Microsoft SQL Server 2016</td>
</tr>
<tr>
<td></td>
<td>Microsoft SQL Server 2014</td>
</tr>
<tr>
<td>MySQL Community Edition</td>
<td>Support based on MySQL Connector/J 5.1²</td>
</tr>
</tbody>
</table>

² Hybrid Data Pipeline does not provide a driver for MySQL Community Edition. MySQL Connector/J 5.1 must be used to support the use of MySQL Community Edition as an external system database. Therefore, you should refer to the MySQL Connector/J 5.1 documentation for information on supported versions of MySQL Community Edition.
<table>
<thead>
<tr>
<th>Database</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oracle Database</td>
<td>Oracle 12c R1, R2 (12.1, 12.2)</td>
</tr>
<tr>
<td></td>
<td>Oracle 11g R2 (11.2)</td>
</tr>
<tr>
<td>PostgreSQL</td>
<td>PostgreSQL 11</td>
</tr>
</tbody>
</table>

**Oracle requirements**

If you plan to store system information in an external Oracle database, you must provide the following information.

- Hostname (server name or IP address)
- Port information for the database. The default is 1521.
- SID or Service Name
- Administrator and user account information
  - An administrator name and password. The administrator must have the following privileges:
    - CREATE SESSION
    - CREATE TABLE
    - CREATE ANY SYNONYM
    - CREATE SEQUENCE
    - CREATE TRIGGER
  - A user name and password for a standard account. The standard user must have the CREATE SESSION privileges.

**MySQL Community Edition requirements**

If you plan to use a MySQL Community Edition database as an external system database, you must provide the following.

- A MySQL Connector/J driver, version 5.1, and its location
  To download the driver, visit the MySQL developer website at https://dev.mysql.com/.
- Hostname (server name or IP address)
- Port information for the database. The default is 3306.
- Database Name
- Administrator and user account information:
  - An administrator user name and password. The administrator must have the following privileges:
    - ALTER
    - CREATE
    - DROP
    - DELETE
    - INDEX
    - INSERT
REFERENCES
SELECT
UPDATE

A user name and password for a standard account. The standard user must have the following privileges:
DELETE
INSERT
SELECT
UPDATE

Microsoft SQL Server requirements
If you plan to store system information in an external SQL Server database, you must take the following steps when setting up the SQL Server database.
1. Create a database schema to be used for storing Hybrid Data Pipeline system information.
2. Create an administrator who can access the newly created schema. The administrator must have the CREATE TABLE privileges.
3. Create a user who can access the newly created schema. The user must have the CREATE SESSION privileges.

After the SQL Server database has been setup, you must provide the following information during installation:
• Hostname (server name or IP address)
• Port information for the database. The default is 1433.
• Database Name
• Schema Name
• Administrator and user account information
  • An administrator name and password. The administrator must have the CREATE TABLE privileges.
  • A user name and password for a standard account. The user must have the CREATE SESSION privileges.

PostgreSQL requirements
If you plan to store system information on an external PostgreSQL database, you must take the following steps when setting up the PostgreSQL database.
1. Enable the citext PostgreSQL extension.
2. Create a database schema to be used for storing Hybrid Data Pipeline system information.
3. Create an administrator who can access the newly created schema. The administrator must have privileges to create tables.
4. Create a user who can access the newly created schema. The user must have privileges to select, insert, update, delete, and sequence tables.

After the PostgreSQL database has been setup, you must provide the following information during installation:
• Hostname (server name or IP address)
• Port information for the database. The default is 5432.
• Database Name

• Administrator and user account information
  • An administrator name and password. The administrator must have privileges to create tables.
  • A user name and password for a standard account. The user must have privileges to select, insert, update, delete, and sequence tables.

Shared files and the key location for standalone deployment

Hybrid Data Pipeline requires the specification of a key location during installation. For a standalone deployment, if you use the default key location, the installation program writes the shared files used in the operation of the data access service to the local keystore directory (<install_dir>/ddcloud/keystore). If you specify a different location as the key location, the installation program writes the shared files to two separate locations. The files necessary for connecting to the system database are stored in the specified location, while files tied to the Hybrid Data Pipeline server are stored in the local keystore directory (<install_dir>/ddcloud/keystore).

In a production environment, the files used to connect to the system database should be secured on a machine separate from the machines hosting the Hybrid Data Pipeline service and the system database. Therefore, a separate location should be specified for the key location.

Whether located in a single directory or two separate directories, all shared files should be backed up as a matter of best practices. In the case of system failure, these backups can be used to restore the service.

Note: During installation of the Hybrid Data Pipeline server, four configuration and certificate files are generated. These files are used in the installation of components, including the ODBC driver, the JDBC driver, and the On-Premises Connector. In a standalone node installation, the location of these files is independent of the shared location. These files are written to the <install_dir>/redist directory.

Shared files

The following files are used to connect to the system database. When the default location is used for the key location, these files are stored in the local keystore directory (<install_dir>/ddcloud/keystore). When a non-default location is used, these files are stored in the location specified during installation.

• .backup: A backup copy of the contents of the install directory from the previous install. This is used to restore the contents of the directory if there is an error during an upgrade.

• key: Reference to the file containing the encryption key for the Hybrid Data Pipeline database.

• key00: Encryption key for the system database. This key is used to encrypt sensitive information such as data source user IDs and passwords, security tokens, access tokens and other user or data source identifying information. If this is not present, or was over written during the installation, then you will not be able decrypt any of the encrypted information in the system database.

• key-cred: Encryption key for credentials contained in Hybrid Data Pipeline configuration files. Examples of credentials in the config files include the user ID and password information for the system database.

• db/*: Encrypted information about the system database. The contents of these files are encrypted using the key-cred key. Used by the installer when performing an upgrade or installing on an additional node. If these are not present, or do not have valid encoding, the installation or upgrade will fail.

• dddrivers/*/: A directory of internally supported drivers that have been updated after a product upgrade.

• drivers/*/: The directory used for integrating third party drivers with Hybrid Data Pipeline.

• plugins/*/: JAR files for external authentication plugins
The following files are tied to the Hybrid Data Pipeline server. They are stored in the local keystore directory (<install_dir>/ddcloud/keystore) whether or not the default key location is specified during installation.

- **authKey**: Authentication key for the On-Premises Connector. This key is used to encrypt the user ID and password information in the On-Premises Connector configuration file. The key in this file is encrypted using a key built into the On-Premises Connector. This encrypted key is included in the onpremise.properties configuration file distributed with the On-Premises Connector. If this is overwritten or incorrect, the On-Premises Connector will not be able to authenticate with Hybrid Data Pipeline.

- **ddcloud.jks**: Sun SSL keystore. This keystore contains the Hybrid Data Pipeline server SSL certificate if the SSL termination is done at the Hybrid Data Pipeline server.

- **ddcloud.bks**: Bouncy Castle SSL keystore. This keystore contains the same SSL certificate as the ddcloud.jks keystore. This keystore is in the Bouncy Castle keystore format and is used when the server is configured to run in FIPS compliant mode. Should only be present with FIPS enabled.

- **ddcloudTrustStore.jks**: Sun SSL truststore. This truststore contains the root CA certificate needed to validate the server SSL certificate. This truststore is distributed with the On-Premises Connector and with the ODBC and JDBC drivers, allowing these components to validate the Hybrid Data Pipeline server certificate.

- **ddcloudTrustStore.bks**: Bouncy Castle SSL truststore. Should only be present with FIPS enabled. This truststore contains the root CA certificate needed to validate the server SSL certificate in the Bouncy Castle keystore format. The Bouncy Castle SSL library does not use the default Java cacerts file, so this truststore is populated with the contents of the default cacerts file and the root certificate needed to validate the Hybrid Data Pipeline server certificate. Should only be present with FIPS enabled.

- **key-opc**: Contains the unencrypted encryption key. The authKey above contains the encrypted version of this key. This key is not shipped with the On-Premises Connector.

### Access ports for standalone deployment

Multiple access ports on the machine hosting the Hybrid Data Pipeline server must be opened and unassigned to other functions. The following tables document the required ports and default port numbers for standalone deployments. The installation program for the Hybrid Data Pipeline server confirms that default ports are available and allows new port values to be assigned when needed. Port values are passed during the installation of Hybrid Data Pipeline servers.

#### Server Access Port

For a standalone installation, a Server Access Port must be available across the firewall of the Hybrid Data Pipeline server. Using an HTTPS port is recommended.

<table>
<thead>
<tr>
<th>Name</th>
<th>Default</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTTP Port</td>
<td>8080</td>
<td>Port that exposes Hybrid Data Pipeline</td>
</tr>
<tr>
<td>HTTPS Port</td>
<td>8443</td>
<td>SSL port that exposes Hybrid Data Pipeline</td>
</tr>
</tbody>
</table>

#### Server Internal Ports

The Shutdown Port must be opened. However, as a matter of best practice, the Shutdown Port should not be available outside the firewall of the Hybrid Data Pipeline server. For a standalone node installation, a port for the Internal API must be opened. Using the Internal API SSL Port is recommended.
### On-Premises Access Ports

The Message Queue Port must be opened. For a standalone node installation with the On-Premises Connector, the On-Premises Access Port and a Notification Server Port must be available across the firewall. Using the SSL port is recommended.

<table>
<thead>
<tr>
<th>Name</th>
<th>Default</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal API Port</td>
<td>8190</td>
<td>Non-SSL port for the Internal API</td>
</tr>
<tr>
<td>Internal API SSL Port</td>
<td>8090</td>
<td>SSL port for the Internal API</td>
</tr>
<tr>
<td>Shutdown Port</td>
<td>8005</td>
<td>Shutdown port</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Name</th>
<th>Default</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-Premises Port</td>
<td>40501</td>
<td>Port for the On-Premises Connector</td>
</tr>
<tr>
<td>TCP Port</td>
<td>11280</td>
<td>Port for the Notification Server</td>
</tr>
<tr>
<td>SSL Port</td>
<td>11443</td>
<td>SSL port for the Notification Server</td>
</tr>
<tr>
<td>Message Queue Port</td>
<td>8282</td>
<td>Port for the message queue</td>
</tr>
</tbody>
</table>

### SSL certificates for standalone deployment

To implement SSL/TLS in a Hybrid Data Pipeline environment, an SSL certificate file must be specified during installation. In a standalone deployment, the Hybrid Data Pipeline server needs a server certificate and all intermediate certificates all the way to the root of the certificate chain to establish trust. During installation, you can specify a self-signed certificate for testing or evaluation purposes. However, as documented below, a PEM file should be specified to enable SSL in a production environment.

**Note:** The ODBC driver, JDBC driver, and On-Premises Connector need only the root certificate to verify the trust of the server certificate supplied during the SSL handshake. During installation of the server, the required certificate files are written to the `<install_dir>/redist` directory. These and other files in the `redist` directory must be used in the installation of the ODBC driver, JDBC driver, and On-Premises Connector.

An SSL/TLS implementation secures the following communications in a standalone deployment.

- Communications between a Hybrid Data Pipeline user and the Hybrid Data Pipeline Web UI.
- Communications between applications using the REST API, including the OData API, and the Hybrid Data Pipeline server.
- Communications between the JDBC or ODBC drivers and the Hybrid Data Pipeline server.
- Communications between the On-Premises Connector and the Hybrid Data Pipeline server.
The PEM file

To implement SSL/TLS, a standalone Hybrid Data Pipeline deployment should be configured with a server certificate issued by a certificate authority. For a client to verify the authenticity of a certificate, it needs to be able to verify the signatures of all of the certificates in the chain. As such, the entire certificate chain must be supplied when configuring the Hybrid Data Pipeline server including the root certificate.

A PEM file must consist of a private key, a CA server certificate, and additional certificates that make up the trust chain. The trust chain must contain a root certificate and, if needed, intermediate certificates.

A PEM encoded file includes Base64 data. The private key is prefixed with a "-----BEGIN PRIVATE KEY-----" line and postfixed with an "-----END PRIVATE KEY-----". Certificates are prefixed with a "-----BEGIN CERTIFICATE-----" line and postfixed with an "-----END CERTIFICATE-----" line. Text outside the prefix and postfix lines is ignored and can be used for metadata.

You may need to create a PEM file by converting different key and certificate files into separate PEM files, and then concatenating these files into a single PEM file. In some cases, you may need to first convert the key and certificate files into a PKCS12 (pfx) file and then convert the PKCS12 file into a PEM file. The PEM file should include the private key and required certificates, as shown in PEM file format on page 36.

PEM file format

A PEM file must consist of a private key, a CA server certificate, and additional certificates that make up the trust chain. The trust chain must contain a root certificate and, if needed, intermediate certificates.

A PEM encoded file includes Base64 data. The private key is prefixed with a "-----BEGIN PRIVATE KEY-----" line and postfixed with an "-----END PRIVATE KEY-----". Certificates are prefixed with a "-----BEGIN CERTIFICATE-----" line and postfixed with an "-----END CERTIFICATE-----" line. Text outside the prefix and postfix lines is ignored and can be used for metadata.

The following example PEM file contains a private key, a CA server certificate, one intermediate trust chain certificate, and a root certificate. The ellipses (...) represent additional lines of text in the certificate or key that have been removed.

```
# Private key
-----BEGIN PRIVATE KEY-----
MIIEvgIBADANBgkqhkiG9w0BAQEFAAOCAQ8wggSkAgEAcIIBAQDbj08s5++4anG
cmQxJlA8gVUBaTHVYb2dy2XZnXIFNv2nR3YXJ1IEVycm9ycmF0aW9uMSAwHgYDV
QQODBCqmc3y1oZXN0b3JyeWJvb2dy2XZnXmNvbTCCASIwDQYJKoZIhvcNAQEBBQAD
... 
ml6iYXpzb252YXzaGExZiU3JmMIBggrBgEFBQcBAQgDBggrBgEFBQcwAoZBaHR0c
... 
bml6YXRpb252YXzaGExZiU3JmMIBggrBgEFBQcBAQgDBggrBgEFBQcwAoZBaHR0c
... 
-----END PRIVATE KEY-----

# Server CA certificate
-----BEGIN CERTIFICATE-----
MIItagherlDCCBFcAgIIBAgIUEShkvZFFwKQz0KszXD3x8p44aMA0GCSqGSIb3DQEBcww
UAQQODBCqmc3y1oZXN0b3JyeWJvb2dy2XZnXmNvbTCCASIwDQYJKoZIhvcNAQEBBQAD
ggEPADCCAQoCggEBAMGPTyynn77hqcYnWswmOZdzdVrFY93s2OJntMbuKTHn39B
... 
ml6iYXpzb252YXzaGExZiU3JmMIBggrBgEFBQcBAQgDBggrBgEFBQcwAoZBaHR0c
... 
bml6YXRpb252YXzaGExZiU3JmMIBggrBgEFBQcBAQgDBggrBgEFBQcwAoZBaHR0c
... 
-----END CERTIFICATE-----

# Trust chain intermediate certificate
-----BEGIN CERTIFICATE-----
MIItagherlTCCAfjgAwIBAgIIBAgIUEShkvZFFwKQz0KszXD3x8p44aMA0GCSqGSIb3DQ
egEBADCCAQoCggEAMGPTyynn77hqcYnWswmOZdzdVrFY93s2OJntMbuKTHn39B
... 
ml6iYXpzb252YXzaGExZiU3JmMIBggrBgEFBQcBAQgDBggrBgEFBQcwAoZBaHR0c
... 
bml6YXRpb252YXzaGExZiU3JmMIBggrBgEFBQcBAQgDBggrBgEFBQcwAoZBaHR0c
... 
-----END CERTIFICATE-----

# Root certificate
-----BEGIN CERTIFICATE-----
MIItagherlTCCAfjgAwIBAgIIBAgIUEShkvZFFwKQz0KszXD3x8p44aMA0GCSqGSIb3DQ
egEBADCCAQoCggEAMGPTyynn77hqcYnWswmOZdzdVrFY93s2OJntMbuKTHn39B
... 
ml6iYXpzb252YXzaGExZiU3JmMIBggrBgEFBQcBAQgDBggrBgEFBQcwAoZBaHR0c
... 
-----END CERTIFICATE-----
```
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Generating a PEM file

A PEM file must consist of a private key, a CA server certificate, and additional certificates that make up the trust chain. The trust chain must contain a root certificate and, if needed, intermediate certificates.

You may need to create a PEM file by converting different key and certificate files into separate PEM files, and then concatenating these files into a single PEM file. In some cases, you may need to first convert key and certificate files into a PKCS12 file and then convert the PKCS12 file into a PEM file. The resulting PEM file should include the private key and required certificates, as shown in PEM file format on page 36.

The following sections describe a number of ways to convert key and certificate files, using OpenSSL or the Java keytool as appropriate.

- Converting a PKCS12 (pfx) file to a PEM file on page 37
- Converting a Java jks keystore file to a PKCS12 file on page 38
- Converting PKCS7 (p7b) files to PKCS7 certificate files on page 38
- Converting PKCS7 certificate files and adding the private key to the PKCS12 file on page 39
- Converting DER certificates to PEM file certificates on page 39
- Creating a PEM file from a private key and Base64 encoded certificates on page 39

Converting a PKCS12 (pfx) file to a PEM file

1. Use the following OpenSSL command to determine whether the private key is password protected.

   openssl pkcs12 -info -in target.pfx

   a. If the key is password protected, you will be prompted for a password. Proceed to Step 2.
   b. If the key is not password protected, then information on the PKCS12 file, such as file structure and algorithms used, is provided. Proceed to Step 5.

2. Enter the password when prompted. Information on the PKCS12 file, such as file structure and algorithms used, is provided.
3. Use the following OpenSSL command to extract the private key from the PKCS12 file.
   
   ```bash
   openssl pkcs12 -in target.pfx -nocerts -out ppkey.pem
   ```

4. Remove the passphrase from the private key. Then, skip to Step 6.
   
   ```bash
   openssl rsa -in ppkey.pem -out privatekey.pem
   ```

5. Use the following OpenSSL command to extract the private key from the PKCS12 file.
   
   ```bash
   openssl pkcs12 -in target.pfx -nocerts -out privatekey.pem
   ```

6. Extract the root certificates from the PKCS12 file.
   
   ```bash
   openssl pkcs12 -in target.pfx -cacerts -nodes -nokeys > rootcert.pem
   ```

7. Extract server certificates from the PKCS12 file.
   
   ```bash
   openssl pkcs12 -in servercert.pfx -clcerts -nodes -nokeys > servercert.pem
   ```

8. Concatenate the certificates and private key in a single PEM file. In this example, the Linux/UNIX `cat` command is used to concatenate root certificate, server certificate, and private key.
   
   ```bash
   cat rootcert.pem servercert.pem privatekey.pem > server.bundle.pem
   ```

9. Confirm that the PEM file has the private key and the required certificates as described in PEM file format on page 36.

   The resulting `server.bundle.pem` file should be specified during the installation of the Hybrid Data Pipeline server.

**Converting a Java jks keystore file to a PKCS12 file**

A Java jks keystore file must first be converted to a PKCS12 file. The PKCS12 file can then be converted to a PEM file.

1. Use the following Java keytool command to convert the jks file into a pfx file.

   ```bash
   keytool -importkeystore -srckeystore keystore.jks -srcstoretype JKS -deststoretype PKCS12 -destkeystore target.pfx
   ```

2. Enter the keystore password and keystore file alias when prompted.

3. Use the resulting `target.pfx` file to create a PEM file by following the instructions in Converting a PKCS12 (pfx) file to a PEM file on page 37.

**Converting PKCS7 (p7b) file certificates to PEM file certificates**

These instructions assume that the private key is already available as a PEM file.
1. Use the following OpenSSL command to convert PKCS7 file certificates to PEM file certificates.

   ```bash
   openssl pkcs7 -print_certs -in certificates.p7b -out certificates.pem
   ```

2. Concatenate the certificate and private key files. In this example, the Linux/UNIX `cat` command is used.

   ```bash
   cat certificates.pem privatekey.pem > server.bundle.pem
   ```

3. Confirm that the resulting PEM file has the private key and the required certificates as described in PEM file format on page 36.

   The resulting `server.bundle.pem` file should be specified during the installation of the Hybrid Data Pipeline server.

Converting PKCS7 file certificates to PKCS12 file certificates and adding the private key to the PKCS12 file

After the certificate and private key files have been converted to the PKCS12 format, the PKCS12 file can then be converted to a PEM file.

1. Use the following OpenSSL command to convert a PKCS7 file to a PKCS12 file.

   ```bash
   openssl pkcs7 -print_certs -in certificate.p7b -out certificate.cer
   ```

2. Use the following command to add the private key to the PKCS12 file.

   ```bash
   openssl pkcs12 -export -in certificate.cer -inkey privatekey.key -out target.pfx
   -certfile CACert.cer
   ```

3. Use the resulting `target.pfx` file to create a PEM file by following the instructions in Converting a PKCS12 (pfx) file to a PEM file on page 37.

Converting DER certificates to PEM file certificates

The DER extension is used for binary DER files. These files may also use the CER and CRT extensions.

These instructions assume that the private key is already available as a PEM file.

1. Use the following OpenSSL command to convert DER certificates to PEM file certificates.

   ```bash
   openssl x509 -inform der -in certificates.cer -out certificates.pem
   ```

2. Concatenate the certificate and private key files. In this example, the Linux/UNIX `cat` command is used.

   ```bash
   cat certificates.pem privatekey.pem > server.bundle.pem
   ```

3. Confirm that the PEM file has the private key and the required certificates as described in PEM file format on page 36.

   The resulting `server.bundle.pem` file should be specified during the installation of the Hybrid Data Pipeline server.

Creating a PEM file from a private key and Base64 encoded certificates

PEM files use Base64 encoding. Therefore, no conversion process is required. However, the Base64 encoded certificates and the private key must be concatenated in a single PEM file.

These instructions assume that the private key is already available as a PEM file.
1. Concatenate the certificate and private key files. In this example, the Linux/UNIX `cat` command is used.

```
cat Base64rootcert.pem Base64servercert.pem privatekey.pem > server.bundle.pem
```

2. Confirm that the PEM file has the private key and the required certificates as described in PEM file format on page 36

The resulting `server.bundle.pem` file should be specified during the installation of the Hybrid Data Pipeline server.

**See also**
- The PEM file on page 36
- PEM file format on page 36

### Application and driver configuration for standalone deployment

Client applications must be appropriately configured. In conjunction with ODBC and JDBC applications, ODBC and JDBC drivers will also need to be configured. OData applications will need their own modifications.

For the most part, configuration of the ODBC and JDBC drivers is handled during the installation of the drivers. If the drivers are installed using the configuration files generated by the Hybrid Data Pipeline server installation, then they will use the DNS of the host machine. Nevertheless, you may wish to configure the drivers in other ways.

OData applications must be modified to use the DNS of the host machine for HTTP or HTTPS requests. In addition, OData applications should be configured for SSL as appropriate.

### Firewall and port redirection using iptables for standalone deployment

Hybrid Data Pipeline Web UI and API endpoints are exposed by default on port 8080 for HTTP connections or port 8443 for HTTPS connections. The iptables firewall utility can be used to route connections from the standard HTTP port 80 and HTTPS port 443 to these endpoints. In this scenario, ports 80 and 443 will be accessible to everyone, while ports 8080 and 8443 are only accessible to processing running on the server.

The instructions in the following topics can be applied to RedHat 7, Oracle 7 and Centos 7 distributions of Linux.

Please see the documentation for your Linux distribution for more information about configuring the firewall.

**Note:** If you are using a Suse 12 distribution of Linux, use the YaST2 Firewall setting GUI to configure your firewall. In Suse 12 you can find the firewall setting under **Applications > System Tools > YaST > Administrator Settings/Security and Users/Firewall**.

### Disabling firewalld

If you are using a later version of Linux, it may have come configured with the newer firewalld software. Consult the documentation for firewalld to determine how to configure it in a similar way, and how to disable firewalld and use iptables.

To disable firewalld, use the following commands in a console window.

```
systemctl disable firewalld
```
systemctl stop firewalld

### Installing iptables

Installing iptable requires root privileges.

1. Log in with an admin account.
2. Run `sudo -s`
3. Use `yum` to install the iptables services:
   a) `yum install iptables`
   b) `yum install iptables-ipv6`

### Creating the iptables configuration file

Create the file `/etc/sysconfig/iptables` containing the content displayed here (your configuration may be slightly different). This will require root privileges.

```bash
# Generated by iptables-save v1.4.21 on Thu Jun 23 09:05:43 2016
*nat
  :PREROUTING ACCEPT [1100:133346]
  :INPUT ACCEPT [1:48]
  :OUTPUT ACCEPT [0:0]
  :POSTROUTING ACCEPT [0:0]
-A PREROUTING -p tcp -m tcp --dport 80 -j REDIRECT --to-ports 8080
-A PREROUTING -p tcp -m tcp --dport 443 -j REDIRECT --to-ports 8443
-A PREROUTING -p tcp --dport 8080 -j MARK --set-mark 1
-A PREROUTING -p tcp --dport 8443 -j MARK --set-mark 2
COMMIT
# Completed on Thu Jun 23 09:05:43 2016
# Generated by iptables-save v1.4.21 on Thu Jun 23 09:05:43 2016
*filter
  :INPUT ACCEPT [0:0]
  :FORWARD ACCEPT [0:0]
  :OUTPUT ACCEPT [378:34583]
-A INPUT -m state --state RELATED,ESTABLISHED -j ACCEPT
-A INPUT -p icmp -j ACCEPT
-A INPUT -i lo -j ACCEPT
-A INPUT -p tcp -m state --state NEW -m tcp --dport 22 -j DROP
-A INPUT -p tcp -m state --state NEW -m tcp --dport 8080 -j ACCEPT
-A INPUT -m mark --mark 2 -j DROP
-A INPUT -p tcp -m state --state NEW -m tcp --dport 8443 -j ACCEPT
-A INPUT -p tcp -m state --state NEW -m tcp --dport 80 -j ACCEPT
-A INPUT -p tcp -m state --state NEW -m tcp --dport 443 -j ACCEPT
-A INPUT -j REJECT --reject-with icmp-host-prohibited
-A FORWARD -j REJECT --reject-with icmp-host-prohibited
COMMIT
# Completed on Thu Jun 23 09:05:43 2016
```

### Starting the iptables service

Start the iptables service using the `service` command.

`service iptables start`
Exposing on-premises data sources to cloud-based applications

This scenario describes a deployment where on-premises data sources are exposed for secure access by cloud-based applications. For this deployment, a Hybrid Data Pipeline server is installed in the cloud, and the On-Premises Connector is used to perform secure connections through the firewall to the backend data store. The cloud-based application is located in a separate cloud but connects with Hybrid Data Pipeline through an API such as OData, ODBC, or JDBC.

This deployment could be suitable for an independent software vendor who wants to embed Hybrid Data Pipeline services in the cloud to give the cloud application users access to their data that resides in the data center or other on-premises systems.

For a more detailed discussion of this scenario, watch a video.

Connecting an application in the cloud to on-premises data sources

This scenario describes a deployment where the Hybrid Data Pipeline server is installed behind a firewall with on-premises data sources while a number of applications reside in the cloud. With the Hybrid Data Pipeline server behind a firewall, a cloud-based service does not need to be maintained, and SSL can be used to secure your data.

This deployment scenario could be suitable when using cloud-based OData applications, for example, creating a real-time connectivity between Salesforce and an on-premises database.
For a more detailed discussion of this scenario, watch a video.

External JRE support and integration

Hybrid Data Pipeline uses an embedded JRE at runtime. However, you can integrate an external JRE with a standing deployment of Hybrid Data Pipeline. The following JREs are currently supported.

- Oracle Java 8 JRE
- OpenJDK 8 JRE

Hybrid Data Pipeline must be installed on at least one server before you proceed with integrating an external JRE. Files associated with the embedded JRE can then be used to modify the external JRE you wish to use with the Hybrid Data Pipeline server or the On-Premises Connector.

**Note:** Using an external JRE with the server is exclusive from using an external JRE with the On-Premises Connector. That is, the server can run on an external JRE while the On-Premises Connector runs on the embedded JRE, and vice versa.

The following work flow outlines the procedure for integrating an external JRE. See the corresponding topics for details.

1. Modify the external JRE.
   - **Option 1.** Non-FIPS environment.
   - **Option 2.** FIPS environment.
2. If integrating the external JRE with the server, **configure the server to use the JRE.**

3. If integrating the external JRE with the On-Premises Connector, **configure the connector to use the JRE.**

### Modify the external JRE for a non-FIPS environment

Take the following steps to modify an external JRE for a non-FIPS environment.

**Note:**

- `<hdp_install_dir>` is the installation directory of the Hybrid Data Pipeline server.
- `<external_jre_home>` is the home directory of the external JRE.

1. Enable the Unlimited Strength Jurisdiction Policy according to the JRE vendor documentation. Depending on the vendor and version, the Unlimited Strength Jurisdiction Policy may be enabled by default.

   **Note:** Enabling the Unlimited Strength Jurisdiction Policy is the only modification required for using an external JRE with the On-Premises Connector. Therefore, the remaining steps can be ignored if the JRE is to be used only with the On-Premises Connector.

2. Copy the `<hdp_install_dir>/ddcloud/utils/jre/lib/ext/bc-fips-1.0.0.jar` file to the `<external_jre_home>/lib/ext` directory.


   **Note:**

   - Any previously made customizations to the `<external_jre_home>/lib/security/java.policy` should be preserved.
   - Any permissions for data sources in the embedded JRE `java.policy.sun` file should be carried over to the external JRE `java.policy` file.


   **Note:**

   - Any previously made customizations to the `<external_jre_home>/lib/security/java.security` should be preserved.
   - Any properties enabled in the embedded JRE `java.security.sun` file should be carried over to the external JRE `java.security` file.

**What to do next:**

- Configure the server to use the external JRE.
- Configure the On-Premises Connector to use the external JRE.
Modify the external JRE for a FIPS environment

Take the following steps to modify an external JRE for a FIPS environment.

**Note:** FIPS is not supported for the On-Premises Connector with either embedded or external JREs.

**Note:**
- `<hdp_install_dir>` is the installation directory of the Hybrid Data Pipeline server.
- `<external_jre_home>` is the home directory of the external JRE.

1. Enable the Unlimited Strength Jurisdiction Policy according to the JRE vendor documentation. Depending on the vendor and version, the Unlimited Strength Jurisdiction Policy may be enabled by default.
2. Copy the `<hdp_install_dir>/ddcloud/utils/jre/lib/ext/bc-fips-1.0.0.jar` file to the `<external_jre_home>/lib/ext` directory.
   **Note:**
   - Any previously made customizations to the `<external_jre_home>/lib/security/java.policy` should be preserved.
   - Any permissions for data sources in the embedded JRE `java.policy.bcfips` file should be carried over to the external JRE `java.policy` file.
   **Note:**
   - Any previously made customizations to the `<external_jre_home>/lib/security/java.security` should be preserved.
   - Any properties enabled in the embedded JRE `java.security.bcfips` file should be carried over to the external JRE `java.security` file.

**What to do next:**
Configure the server to use the external JRE.

Configure the server to use the external JRE

Once you have modified the external JRE, you can configure the server to use the external JRE by performing an upgrade installation of the server. During the upgrade, you will be prompted to specify whether you are using the embedded JRE or an external JRE. If you select external JRE, you must specify the path to the external JRE.

**Note:** For complete upgrade instructions, refer to the Progress DataDirect Hybrid Data Pipeline Installation Guide.
If you are using a response file to perform a silent upgrade, best practices recommend that you use the installation program to generate the response file. However, you may opt to edit the response file manually. If editing the response file manually, you must add Java configuration options to the response file. The options and values depend on whether the response file is based on the GUI installation template or the console mode installation template.

**GUI mode**

```
#Java Configuration#
------------------
SPECIFY_JAVA_HOME_NO=0
SPECIFY_JAVA_HOME_YES=1
HDP_JAVA_HOME_DIR=/usr/lib/jvm/jre-1.8.0-openjdk-1.8.0.181-3.b13.el7_5.x86_64
```

- **SPECIFY_JAVA_HOME_NO** indicates whether you are using an external JRE. If you are using an external JRE, specify 0.
- **SPECIFY_JAVA_HOME_YES** indicates whether you are using an external JRE. If you are using an external JRE, specify 1.
- **HDP_JAVA_HOME_DIR** specifies the path to the external JRE to be used at runtime.

**Console mode**

```
#Java Configuration#
------------------
SPECIFY_JAVA_HOME_YESNO="Yes","
HDP_JAVA_HOME_DIR_CONSOLE="/usr/lib/jvm/java-1.8.0-openjdk-1.8.0.102-4.b14.el7.x86_64/jre"
```

- **SPECIFY_JAVA_HOME_YESNO** indicates whether you are using an external JRE. If you are using an external JRE, specify Yes.
- **HDP_JAVA_HOME_DIR_CONSOLE** specifies the path to the external JRE to be used at runtime.

**What to do next:**

If integrating the external JRE with the On-Premises Connector, configure the connector to use the JRE.

**Configure the On-Premises Connector to use the external JRE**

To use an external JRE with an On-Premises Connector, the JRE's Unlimited Strength Jurisdiction Policy must be enabled. No other modifications to the JRE are required to use it with an On-Premises Connector. Depending on the vendor and version of the JRE, the Unlimited Strength Jurisdiction Policy may be enabled by default.

Once the Unlimited Strength Jurisdiction Policy has been enabled, you can configure the On-Premises Connector to use the external JRE when installing or upgrading the connector. During installation or upgrade, you will be prompted to specify whether you are using the embedded JRE or an external JRE. If you select external JRE, you must specify the path to the external JRE. For complete installation instructions, refer to the Progress DataDirect Hybrid Data Pipeline Installation Guide.
Backing up Hybrid Data Pipeline deployments

Hybrid Data Pipeline should be fully backed up to support the recovery and upgrade scenarios described in this guide. For production environments, we recommend deploying Hybrid Data Pipeline behind a load balancer to support scalability and availability. However, a standalone deployment of Hybrid Data Pipeline may be required due to resource limitations and other restrictions. Therefore, instructions are provided for backing up standalone as well as load balancer deployments of Hybrid Data Pipeline.

For details, see the following topics:

• Backing up a load balancer deployment
• Backing up a standalone deployment

Backing up a load balancer deployment

A load balancer deployment includes the following traits: an external system database, a key location, a load balancer, and the Hybrid Data Pipeline server running on one or more nodes behind the load balancer. Backing up a load balancer deployment involves backing up files or systems that correspond to each of these traits.

System database

Hybrid Data Pipeline requires a system database for storing user and configuration information. When deploying the service behind a load balancer, you must use a supported external database.
To promote the continuous availability of the service, the system database should be replicated or mirrored, and the system database should be routinely backed up. In the event that the system database fails, the backup database can be integrated with the connectivity service by performing an upgrade installation of the server on the node or nodes supporting the service. See Recovering an external system database on page 95 for more information.

**Note:** Describing the backup procedure for the system database is beyond the scope of this document. Refer to your database vendor documentation for instructions on backing up the database.

### Key location

Hybrid Data Pipeline requires the specification of a key location during installation. The installation program writes shared files used in the operation of the Hybrid Data Pipeline server to this directory. The key location must be backed up for recovery of individual nodes or recovery of the service as a whole.

**Note:** The **KEY_LOCATION** property in the `<install_dir>/ddcloud/update.properties` file (where `<install_dir>` is the installation directory of a Hybrid Data Pipeline server) contains the path of the key location.

⚠️ **Warning:** The key location directory contains encryption keys that are used to protect sensitive data in the system database. If the keys are lost, any previously configured data sources would not be usable. Access to the backup of the key location directory should be secured using the same access controls as the key location directory itself.

The key location contains the following files that are critical for recovery. (For details, see Shared files and the key location for load balancer deployment on page 25.)

- Global properties file
- Redistributable files
- System database encryption keys
- System database encrypted information
- On-Premises Connector authentication key
- On-Premises Connector encryption key
- SSL keystore
- SSL truststore
- Third party JDBC drivers that have been integrated with Hybrid Data Pipeline
- Installer-generated `.cfg` files created for each cluster node. These files can be used to formulate the `haproxy.cfg` file and thus the HAProxy load balancer configuration. The information in the `.cfg` files can also be useful for configuring other types of load balancers.

### Load balancer

The Hybrid Data Pipeline product package does not include a load balancer. However, Hybrid Data Pipeline can be deployed on one or more nodes behind a load balancer to provide high availability and scalability. To support system recovery and upgrade, the following load balancer configuration and routing information should be backed up. (For details, see Load balancer deployment on page 14.)

- The SSL certificate used to provide SSL termination at the load balancer should be backed up. The backup should be secured with the same access controls as the standing certificate.
• The settings for session affinity should be documented.
• The host names passed in the Host header should be documented.
• The configuration for supplying the X-Forwarded-Proto header should be documented.
• The configuration for supplying the X-Forwarded-For header if the client IP address is needed for Hybrid Data Pipeline access logs should be documented.
• Routing and port information for configuration of default routing and for configuration of routing to on-premises data stores. See Configuring a network load balancer with the On-Premises Connector on page 16 for details.

**Note:** If you are using HAProxy as your load balancer, you should backup the `haproxy.cfg` file as a matter of best practice. Once you spin up HAProxy on a new machine, you can quickly configure HAProxy to handle Hybrid Data Pipeline requests by adding the `haproxy.cfg` file to the `/etc/haproxy` folder and executing the command `/etc/init.d/haproxy reload`.

### Server nodes

Individual server nodes do not themselves need to be backed up for recovery or upgrade purposes. However, you may wish to back up the installation directories for reference information such as installation log files. Best practices also recommend making a backup copy of the installation program for the particular version of Hybrid Data Pipeline that is deployed.

### Backing up a standalone deployment

For a production environment that requires a standalone deployment, the deployment should, as a matter of best practices, include an external system database and a user-specified key location. An SSL certificate should also be specified during installation to enable SSL. To properly back up a standalone deployment, each of these parts of the deployment should be backed up. In addition, the server installation directory itself should be backed up.

#### System database

Hybrid Data Pipeline requires a system database for storing user and configuration information. When deploying the service on a standalone node, you can opt to use either the embedded internal database or an external database. For a production environment, a supported external database should be used as a matter of best practices.

To promote the continuous availability of the service, the system database should be replicated, or mirrored, according to the database vendor documentation. In the event that the system database fails, the mirror can be integrated with the connectivity service by performing an upgrade installation of the server on the machine supporting the service. See Recovering an external system database on page 95 for more information.

#### Key location

Hybrid Data Pipeline requires the specification of a *key location* during installation. For a standalone deployment, you can specify a default location, which writes encryption keys and other shared files to the installation directory of the host machine, or you can specify a location on a separate machine. In a production environment, the files used to connect to the system database should be secured on a separate machine.
The key location contains the files that are used to connect to the system database, including encryption keys and encrypted information. This information must be available to recover the service. Therefore, the key location directory must be backed up. See Shared files and the key location for standalone deployment on page 33 for detailed information on the files in the key location.

**Note:** The `KEY_LOCATION` property in the `<install_dir>/ddcloud/update.properties` file (where `<install_dir>` is the installation directory of the Hybrid Data Pipeline server) contains the path of the key location.

**Warning:** The key location directory contains encryption keys that are used to protect sensitive data in the system database. Access to the backup of the key location directory should be secured using the same access controls as the key location directory itself.

### Installation directory

The Hybrid Data Pipeline installation directory contains a number of files required for the recovery of a standalone node deployment. These files include the On-Premises authentication and encryption keys, the SSL keystore, and the SSL trustore. In addition, the installation directory includes log files that could be useful to evaluate issues with the service. Therefore, the installation directory must be backed up. See Shared files and the key location for standalone deployment on page 33 for detailed information on the shared files written to the installation directory.

Best practices also recommend making a backup copy of the installation program for the particular version of Hybrid Data Pipeline that is deployed.

**Warning:** The installation directory contains encryption keys that are used to protect sensitive data in the system database. Access to the backup of the key location directory should be secured using the same access controls as the key location directory itself.

### SSL certificate

In a standalone deployment, the SSL certificate must include a server certificate and all intermediate certificates all the way to the root of the certificate chain to establish trust. A server certificate issued by a CA (certificate authority) should be used. The server certificate must be in PEM file format and must include all intermediate certificates all the way to the root of the certificate chain to establish trust. In a recovery scenario, the PEM file must be specified in the installation of the server after system failure. Therefore, a backup of the PEM file should be made. The backup should be secured with the same access controls as the one used in the standing installation of the server.
Configuring system database failover

Hybrid Data Pipeline requires a system database (sometimes referred to as an account database) for storing user and configuration information. When deploying the service behind a load balancer, you must use a supported external database. To promote the continuous availability of the service, Oracle, SQL Server, and PostgreSQL system databases can be configured to fail over to alternate servers.

Failover configuration of a system database must take place during installation or upgrade of the service. The database initially specified as the system database during installation of the Hybrid Data Pipeline server functions as the primary server. In turn, alternate servers can be specified in a connection string as Advanced Options during the initial installation, or subsequent upgrade, of the service. To ensure the continuous operation of the service, all alternate servers should be regularly synced with the primary database server.

For details, see the following topics:

- Configuring system database failover during installation
- Configuring system database failover during upgrade
- The AlternateServers connection property

Configuring system database failover during installation

Take the following steps to configure system database failover during initial installation of the service.

1. From a command-line prompt, navigate to the directory where you saved the product file. Alternatively, place the product file directory on your path before proceeding to the next step.
The product file has the format `PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin`, where `nn` is the version of the product.

2. Make the file an executable using the `chmod` command. Then, press ENTER. For example:

   ```bash
   chmod +x ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin
   ``

3. Run the executable.
   - **Console mode**
     ```bash
     ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin -i console
     ```
   - **GUI mode**
     ```bash
     ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin
     ```

   **Note:** If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode.

4. Specify an installation directory.
5. Provide the hostname of the machine on which you are installing the Hybrid Data Pipeline server.
6. Select the **Custom** installation type.
7. Provide the following information as prompted by the installation program.
   - Passwords for default accounts
   - Key location
   - SSL certificate information
8. Select the type of external system database you want to use to store system information.
   **Note:** Failover configuration is supported for the Oracle, SQL Server, and PostgreSQL databases.
   - Select **Oracle**, and continue at Step 9 on page 52.
   - Select **MSSQLServer**, and continue at Step 10 on page 53.
   - Select **PostgreSQL**, and continue at Step 11 on page 53.
9. Provide the Oracle connection information.
   a) Provide the name of the host.
   b) Provide the port number.
   c) Provide the required connection type information.
      - If you connect using the Oracle System Identifier (SID), enter the SID.
      - If you connect using the Service Name, enter the database service name that specifies the database that is used for the connection. The service name is a string that is the global database name—a name that typically comprises the database name and domain name.
d) When prompted for **Advanced Options**, specify alternate servers with the `AlternateServers` connection property in a connection string. For example:

```
AlternateServers=(server2:1521;SID=ORCL2,server3:1521;SID=ORCL3)
```

See The AlternateServers connection property on page 57 for further details.

**Important:** User credentials and schema details for alternate servers should be same as those of the primary server. In addition, all alternate servers should be regularly synced with the primary database server.

e) Optionally, specify additional connection parameters in the **Advanced Options** connection string. Settings should be entered as a semicolon-separated list of `parameter=value` pairs. For example, you may enter the following options to configure SSL:

```
encryptionMethod=SSL;trustStore=/common/Oracle/trustStore.jks;
trustStorePassword=secret
```

f) Continue at Step 12 on page 54

10. Provide the SQL Server connection information.
   a) Type the name of the host.
   b) Type the port number.
   c) Type the database name.
   d) Type the name of the schema.
   e) When prompted for **Advanced Options**, specify alternate servers with the `AlternateServers` connection property in a connection string. For example:

```
AlternateServers=(server2:1433;ServerName=sqlserv2,server3:1433;ServerName=sqlserv3)
```

See The AlternateServers connection property on page 57 for further details.

**Important:** User credentials and schema details for alternate servers should be same as those of the primary server. In addition, all alternate servers should be regularly synced with the primary database server.

e) Optionally, specify additional connection parameters in the **Advanced Options** connection string. Settings should be entered as a semicolon-separated list of `parameter=value` pairs.

f) Optionally, specify additional connection parameters in the **Advanced Options** connection string. Settings should be entered as a semicolon-separated list of `parameter=value` pairs.

g) Continue at Step 12 on page 54

11. Provide the PostgreSQL connection information.
   a) Type the name of the host.
   b) Type the port number.
   c) Type the database name.
   d) Type the name of the schema.
   e) When prompted for **Advanced Options**, specify alternate servers with the `AlternateServers` connection property in a connection string. For example:

```
AlternateServers=(server2:5432;ServerName=pgserv2,server3:5432;ServerName=pgserv3)
```
See the `AlternateServers` connection property on page 57 for further details.

**Important:** User credentials and schema details for alternate servers should be the same as those of the primary server. In addition, all alternate servers should be regularly synced with the primary database server.

f) Optionally, specify additional connection parameters in the **Advanced Options** connection string. Settings should be entered as a semicolon-separated list of `parameter=value` pairs.

g) Continue at Step 12 on page 54

12. Provide the database credential information for a user with administrator privileges and for a user without administrator privileges.

**Note:** Administrator credentials are only required at install time to create the database schema. Administrator credentials are not used by the product at run time.

a) Type the administrator user name. The administrator user must have certain privileges that are specific to the database vendor. For a list of required privileges, see External system databases on page 22.

b) You are prompted to provide the Admin Password. Type the password for a administrator account for the external database.

c) You are prompted to provide the username for a user who does **not** have administrator privileges. Type a username. The standard user must have certain privileges that are specific to the database vendor. For a list of required privileges, see External system databases on page 22.

d) You are prompted to provide the user password. Type the user password.

13. Specify port numbers and On-Premises Connection configuration information as prompted.

14. Review the installation summary, and proceed with the installation.

15. Perform installations on any additional nodes supporting the service.

**Results:**

The Hybrid Data Pipeline service has been deployed with a system database configured to failover to alternate servers should the primary server hosting the system database become unavailable.

---

## Configuring system database failover during upgrade

Take the following steps to configure system database failover by upgrading a standing installation of Hybrid Data Pipeline.

1. From a command-line prompt, navigate to the directory where you saved the product file. Alternatively, place the product file directory on your path before proceeding to the next step.

   The product file has the format `PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin`, where `nn` is the version of the product.

2. Make the file an executable using the `chmod` command. Then, press **ENTER**. For example:

   ```
   chmod +x ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin
   ```

3. Run the executable.
• **Console mode**

  
  ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin -i console

• **GUI mode**

  
  ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin

**Note:** If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode

4. Specify the installation directory of a machine running the server in your cluster.
5. Provide the hostname of the machine on which you are performing the upgrade.
6. Select a Modify settings upgrade.
7. Confirm or provide values for settings and parameters as prompted.
8. Select the type of external system database you are using in your standing deployment of the service.

**Note:** Failover configuration is supported for the Oracle, SQL Server, and PostgreSQL databases.

- Select **Oracle**, and continue at Step 9 on page 55.
- Select **MSSQLServer**, and continue at Step 10 on page 56.
- Select **PostgreSQL**, and continue at Step 11 on page 56.

9. Provide the Oracle connection information.
   a) Provide the name of the host.
   b) Provide the port number.
   c) Provide the required connection type information.
      - If you connect using the Oracle System Identifier (SID), enter the SID.
      - If you connect using the Service Name, enter the database service name that specifies the database that is used for the connection. The service name is a string that is the global database name—a name that typically comprises the database name and domain name.
   d) When prompted for **Advanced Options**, specify alternate servers with the AlternateServers connection property in a connection string. For example:

      AlternateServers={(server2:1521;SID=ORCL2,server3:1521;SID=ORCL3)}

   See [The AlternateServers connection property](#) on page 57 for further details.

**Important:** User credentials and schema details for alternate servers should be same as those of the primary server. In addition, all alternate servers should be regularly synced with the primary database server.
e) Optionally, specify additional connection parameters in the **Advanced Options** connection string. Settings should be entered as a semicolon-separated list of `parameter=value` pairs. For example, you may enter to following options to configure SSL:

```
encryptionMethod=SSL;trustStore=/common/Oracle/trustStore.jks;
trustStorePassword=secret
```

f) Continue at Step 12 on page 57.

10. Provide the SQL Server connection information.
   a) Type the name of the host.
   b) Type the port number.
   c) Type the database name.
   d) Type the name of the schema.
   e) When prompted for **Advanced Options**, specify alternate servers with the AlternateServers connection property in a connection string. For example:

```
AlternateServers=(server2:1433;ServerName=sqlserv2,server3:1433;ServerName=sqlserv3)
```

See [The AlternateServers connection property](#) on page 57 for further details.

**Important:** User credentials and schema details for alternate servers should be same as those of the primary server. In addition, all alternate servers should be regularly synced with the primary database server.

f) Optionally, specify additional connection parameters in the **Advanced Options** connection string. Settings should be entered as a semicolon-separated list of `parameter=value` pairs.

g) Continue at Step 12 on page 57.

11. Provide the PostgreSQL connection information.
   a) Type the name of the host.
   b) Type the port number.
   c) Type the database name.
   d) Type the name of the schema.
   e) When prompted for **Advanced Options**, specify alternate servers with the AlternateServers connection property in a connection string. For example:

```
AlternateServers=(server2:5432;ServerName=pgserv2,server3:5432;ServerName=pgserv3)
```

See [The AlternateServers connection property](#) on page 57 for further details.

**Important:** User credentials and schema details for alternate servers should be same as those of the primary server. In addition, all alternate servers should be regularly synced with the primary database server.

f) Optionally, specify additional connection parameters in the **Advanced Options** connection string. Settings should be entered as a semicolon-separated list of `parameter=value` pairs.

g) Continue at Step 12 on page 57.
12. Provide the database credential information for a user with administrator privileges and for a user without administrator privileges.

Note: Administrator credentials are only required at install time to create the database schema. Administrator credentials are not used by the product at run time.

a) Type the administrator user name. The administrator user must have certain privileges that are specific to the database vendor. For a list of required privileges, see External system databases on page 22.

b) You are prompted to provide the Admin Password. Type the password for a administrator account for the external database.

c) You are prompted to provide the username for a user who does not have administrator privileges. Type a user name. The standard user must have certain privileges that are specific to the database vendor. For a list of required privileges, see External system databases on page 22.

d) You are prompted to provide the user password. Type the user password.

13. Specify port numbers and On-Premises Connection configuration information as prompted.

14. Review the upgrade summary, and proceed with the upgrade.

15. Perform an Express upgrade on any additional nodes running the service.

Results:
The Hybrid Data Pipeline service has been upgraded such that the system database will failover to alternate servers should the primary server hosting the system database become unavailable.

The AlternateServers connection property

Failover configuration is supported for Oracle, SQL Server, and PostgreSQL databases by specifying the AlternateServers connection property in the Advanced Options connection string during installation or upgrade of the Hybrid Data Pipeline server. The syntax for the connection depends on which database you are using.

- Oracle AlternateServers syntax
- SQL Server and PostgreSQL AlternateServers syntax

Oracle AlternateServers syntax
The value of the AlternateServers property is a string with the following syntax.

\[(servername1[:port1][;property=value[;...]][,servername2[:port2][;property=value[;...]]]...\]

where:
servername1 is the server name of the first alternate database server, and servername2 is the server name of the second alternate database server. The server name is required for each alternate server entry.

port1 is the port number on which the first alternate database server is listening, and port2 is the port number on which the second alternate database server is listening. The port number is optional for each alternate server entry. If unspecified, the port number specified for the primary server is used. If a port number is unspecified for the primary server, a default port number of 1521 is used.
property=value is either the ServiceName or SID connection property. These connection properties are optional for each alternate server entry and are mutually exclusive. For example:

AlternateServers=(server2:1521;ServiceName=TEST2,server3:1521;ServiceName=TEST3)

or

AlternateServers=(server2:1521;SID=ORCL2,server3:1521;SID=ORCL3)

If you do not specify the ServiceName or SID connection property in the alternate server string, the connection to that alternate server uses the property specified for the primary server.

**SQL Server and PostgreSQL AlternateServers syntax**

The value of the AlternateServers property is a string with the following syntax.

\[
(\text{servername1}[:,:\text{port1}] [;\text{property}=\text{value}];...[\text{servername2}[:,:\text{port2}]
[;\text{property}=\text{value}];...])
\]

If connecting to named instances, the syntax of alternate servers takes the following format.

\[
(\text{servername1}\backslash\text{instance1} [;\text{property}=\text{value}];\text{servername2}\backslash\text{instance2}
[;\text{property}=\text{value}])
\]

where:

- `servername1` is the IP address or server name of the first alternate database server, and `servername2` is the IP address or server name of the second alternate database server. The IP address or server name is required for each alternate server entry.
- `instance1` is the named instance on the first alternate database server, and `instance2` is the named instance on the second alternate database server. If connecting to named instances, the named instance is required for each alternate server entry.
- `port1` is the port number on which the first alternate database server is listening, and `port2` is the port number on which the second alternate database server is listening. The port number is optional for each alternate server entry. If unspecified, the port number specified for the primary server is used. If a port number is unspecified for the primary server, a default port number of 1433 is used. (For SQL Server, the default is 1433. For PostgreSQL, the default is 5432.)

property=value is the DatabaseName connection property. This property is optional for each alternate server entry. For example:

AlternateServers=(AlternateServers=(server2:1433;DatabaseName=TEST2,
server3:1433;DatabaseName=TEST3)

Or, for named instances:

AlternateServers=(server2\instance2:1433;
DatabaseName=TEST2,server3\instance3:1433;DatabaseName=TEST3)

If you do not specify the DatabaseName connection property in the alternate server string, the connection to that alternate server uses the property specified for the primary server.
Planning for growth

A Hybrid Data Pipeline load balancer deployment is the best option for deploying the service in a production environment. A load balancer deployment allows high availability and scalability. When initially deploying Hybrid Data Pipeline, you can limit installation of the server to a single node behind a load balancer. As the volume of requests to backend data stores increases, you can increase capacity by increasing the number of nodes running the service behind the load balancer. With proper load balancer configuration, requests will be distributed across the nodes of the Hybrid Data Pipeline cluster.

Note: If you are running a cloud load balancer such as the AWS Application Load Balancer or the Azure Application Gateway, you should consult your vendor documentation about managing compute capacity, in addition to reviewing the procedures provided in the following topic.

For details, see the following topics:

- Adding nodes to the load balancer deployment

Adding nodes to the load balancer deployment

Before you begin:

- The Hybrid Data Pipeline deployment should be backed up according to Backing up Hybrid Data Pipeline deployments on page 47.

- You should have the installation program for the version of the product you are currently using.

About this task:

Adding an additional node to a Hybrid Data Pipeline load balancer deployment has two general steps.
The server must be installed on a machine that will run behind the load balancer.

The load balancer must be configured to handle requests coming into the connectivity service.

Note that during the initial installation of the Hybrid Data Pipeline server, the installer writes properties files, encryption keys, and system information to the key location. When performing subsequent installations on additional nodes, the key location must be specified to ensure consistent configuration of the service across nodes. For installations on additional nodes, the installer bypasses prompts for load balancing, SSL, system database, and On-Premises Connector configurations, as this information is provided by the files written to the key location.

1. From a command-line prompt, navigate to the directory where you saved the product file. Alternatively, place the product file directory on your path before proceeding to the next step.

   The product file has the format PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin, where nn is the version of the product.

2. Make the file an executable using the chmod command. Then, press ENTER. For example:

   chmod +x ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin

3. Run the executable.

   - **Console mode**
     
     ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin -i console

   - **GUI mode**
     
     ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin

   **Note:** If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode

4. Specify an installation directory.

5. Provide the hostname of the machine on which you are installing the Hybrid Data Pipeline server.

6. Select the **Custom** installation type.

7. Provide the key location and other information as prompted.

8. Review the installation summary, and proceed with the installation.

9. Add host and port information of the new node as required by the load balancer.

10. For deployments that include the On-Premises Connector, configure the load balancer to handle requests to backend data stores.

    See the following topics for detailed information.

    - **Configuring a network load balancer with the On-Premises Connector** on page 16
    - **Configuring a cloud load balancer with the On-Premises Connector** on page 19

**What to do next:**

Monitor your environment to ensure that requests are being distributed by the load balancer and results are being properly returned to client applications.
Upgrading load balancer deployments

In this section, we consider two upgrade scenarios. The first scenario assumes that two separate Hybrid Data Pipeline clusters have been deployed: a test environment and a production environment. In this scenario, we recommend an upgrade of the test environment, followed by an upgrade of the production environment. The second scenario does not presume the existence of a test environment. In this case, we recommend creating a clone of the cluster, upgrading the clone, and then updating the DNS record for the load balancer.

For details, see the following topics:

• Upgrading the test environment followed by upgrade of the production environment
• Cloning and upgrading a deployment followed by updating the DNS
• Rolling back to previous version if upgrade fails

Upgrading the test environment followed by upgrade of the production environment

When separate test and production environments are available, we recommend an upgrade of the test environment, followed by an upgrade of the production environment. Since steps may vary, instruction for each type of upgrade are provided in the following topics.

• Upgrading the test environment on page 62
• Upgrading the production environment on page 63
Upgrading the test environment

Before you begin:

• The Hybrid Data Pipeline deployment should be backed up according to Backing up Hybrid Data Pipeline deployments on page 47.

• You should have the installation program for the version of the product you are upgrading to.

About this task:

Take the following steps to upgrade your test environment.

1. According to your database vendor documentation, take a snapshot of the system database to ensure you have the latest configuration and credential information.

2. Perform an upgrade on one of the nodes in your environment.
   a) From a command-line prompt, navigate to the directory where you saved the product file. Alternatively, place the product file directory on your path before proceeding to the next step.

   The product file has the format PROGRESS_DATADIRECT_HDP_SERVER\_nn\_LINUX_64_INSTALL.bin, where \_nn\_ is the version of the product.

   b) Make the file an executable using the chmod +x command. For example:

   chmod +x ./PROGRESS_DATADIRECT_HDP_SERVER\_nn\_LINUX_64_INSTALL.bin

   c) Run the executable.

   • GUI mode

     ./PROGRESS_DATADIRECT_HDP_SERVER\_nn\_LINUX_64_INSTALL.bin

     Note: If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode

   • Console mode

     ./PROGRESS_DATADIRECT_HDP_SERVER\_nn\_LINUX_64_INSTALL.bin -i console

d) When prompted, enter the directory of the installation you want to upgrade.

e) When prompted, choose an upgrade installation on the existing installation.

f) When prompted, choose the type of upgrade you want to perform.

   • Select Express to persist established settings.

   • Select Modify settings to change established settings.

g) Review port numbers and accept or change values as appropriate.

h) Review the upgrade summary, and proceed with the upgrade.

Important: If the upgrade fails, you can rollback to the previous version of the service, as described in Rolling back to previous version if upgrade fails on page 69.

3. Perform an Express upgrade on each of the remaining nodes in the cluster.
Upgrading the test environment followed by upgrade of the production environment

a) Run the executable.
   • **GUI mode**
     
     
     ./PROGRESS_DATADIRECT_HDP_SERVER\_nn\_LINUX\_64\_INSTALL.bin

     **Note:** If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode

   • **Console mode**
     
     
     ./PROGRESS_DATADIRECT_HDP_SERVER\_nn\_LINUX\_64\_INSTALL.bin -i console

b) When prompted, enter the directory of the installation you want to upgrade.
c) When prompted, choose an upgrade installation on the existing installation.
d) When prompted, choose an **Express** upgrade.
e) Review the upgrade summary, and proceed with the upgrade.

4. After each node has been upgraded, test the upgraded version of the service.

**What to do next:**

Once you have thoroughly tested the environment to ensure that the upgraded version of the service is performing as expected, you may proceed with upgrading your production environment.

**Upgrading the production environment**

**Before you begin:**

• The Hybrid Data Pipeline deployment should be backed up according to Backing up Hybrid Data Pipeline deployments on page 47.

• You should have the installation program for the version of the product you are upgrading to.

**About this task:**

Once you have confirmed that the upgraded test environment is performing as expected, take the following steps to upgrade the production environment.

1. Block all traffic coming into the service.

   **Note:** By blocking traffic to the service, you are ensuring that no changes to the system database are made during the upgrade process.

2. According to your database vendor documentation, take a snapshot of the system database to ensure you have the latest configuration and credential information.

3. Perform an upgrade on one of the nodes in your environment.

   a) From a command-line prompt, navigate to the directory where you saved the product file. Alternatively, place the product file directory on your path before proceeding to the next step.

   The product file has the format **PROGRESS_DATADIRECT_HDP_SERVER\_nn\_LINUX\_64\_INSTALL.bin**, where **nn** is the version of the product.

   b) Make the file an executable using the `chmod +x` command. For example:
c) Run the executable.

- **GUI mode**
  
  ```bash
  ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin
  ```

  **Note:** If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode

- **Console mode**
  
  ```bash
  ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin -i console
  ```

  d) When prompted, enter the directory of the installation you want to upgrade.

  e) When prompted, choose an upgrade installation on the existing installation.

  f) When prompted, choose the type of upgrade you want to perform.

  - Select **Express** to persist established settings.
  - Select **Modify settings** to change established settings.

  g) Review port numbers and accept or change values as appropriate.

  h) Review the upgrade summary, and proceed with the upgrade.

**Important:** If the upgrade fails, you can rollback to the previous version of the service, as described in *Rolling back to previous version if upgrade fails* on page 69.

4. Perform an **Express** upgrade on each of the remaining nodes in the cluster.

   a) Run the executable.

   - **GUI mode**
     
     ```bash
     ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin
     ```

     **Note:** If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode

     - **Console mode**
       
       ```bash
       ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin -i console
       ```

   b) When prompted, enter the directory of the installation you want to upgrade.

   c) When prompted, choose an upgrade installation on the existing installation.

   d) When prompted, choose an **Express** upgrade.

   e) Review the upgrade summary, and proceed with the upgrade.
5. After each node has been upgraded, test the upgraded version of the service.

6. Once you have thoroughly tested the environment to ensure that the upgraded version of the service is performing as expected, unblock traffic coming into the service.

**What to do next:**

As a matter of best practices, monitor functionality and performance in the upgraded production environment.

---

### Cloning and upgrading a deployment followed by updating the DNS

When a separate test environment is not in place, the upgrade process should begin with cloning the production environment and then upgrading this cloned environment. After the upgrade, the DNS record of the load balancer should be updated such that the hostname of the load balancer resolves to the IP address of the load balancer clone, thus routing traffic to the upgraded version of the service. See the following topics for step-by-step instructions.

- Creating a clone of the production environment on page 65
- Upgrading the cloned environment and updating the DNS on page 67

---

### Creating a clone of the production environment

**Before you begin:**

- The Hybrid Data Pipeline deployment should be backed up according to [Backing up Hybrid Data Pipeline deployments](#) on page 47.
- You should have the installation program for the version of the product you are currently using.
- You should have load balancer SSL certificate files used for server installation and load balancer configuration. (Depending on your environment, a single SSL certificate file may be used.)
- You should have the credentials for the system database.

**About this task:**

Take the following steps to create a clone of your production environment.

1. According to your database vendor documentation, create a clone or replica of the system database.
2. Copy the contents of the key location to a new key location to be used in the cloned environment.
3. Delete the `<key_location>/db` directory and the `<key_location>/global.properties` file from the cloned key location.
4. Spin up a server to host a new load balancer for the cloned environment.

**Note:** Load balancer configuration takes place in Step 7 after the nodes for the cloned environment have been installed.

5. Perform a **Custom** installation on a new machine with the version of the product used in the standing deployment of the server.
Note: The purpose of this installation is to create a clone of the standing deployment. Therefore, with the exception of hostname and system database information, the values specified should be the same as those specified during the previous installation or upgrade of the service.

a) From a command-line prompt, navigate to the directory where you saved the product file. Alternatively, place the product file directory on your path before proceeding to the next step.

The product file has the format `PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin`, where `nn` is the version of the product.

b) Make the file an executable using the `chmod` command. Then, press ENTER. For example:

```
chmod +x ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin
```

c) Run the executable.

- **Console mode**

  ```
  ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin -i console
  ```

- **GUI mode**

  ```
  ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin
  ```

Note: If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode.

d) Accept or enter the fully qualified hostname for the Hybrid Data Pipeline server. By default, the installer suggests the name of the current machine.

e) When prompted, choose a **Custom** installation.

f) Specify the key location created in Step 2. This is the key location for the cloned environment.

g) When prompted, provide the load balancer SSL certificate file. This should be the same file that was provided in the standing deployment of the server.

h) When prompted, enter the host and credential information for the system database clone.

**Important:** The information provided should be the information for the system database clone created in Step 1.

i) Review and confirm port numbers.

j) Review the installation summary, and proceed with the installation.

6. Perform a **Custom** installation on each additional node in the cloned environment.

**Note:** When performing subsequent installations on additional nodes, you must specify the key location created in Step 2 (and specified in Step 5, Substep f). The installer uses the files written to the key location during the initial installation to install the server on additional nodes. Hence, for installations on additional nodes, the installer bypasses prompts for load balancing, SSL, external database, and On-Premises Connector configurations.

a) Run the executable.

- **Console mode**
.-/PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin -i console

- GUI mode

.-/PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin

**Note:** If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode

b) Accept or enter the fully qualified hostname for the Hybrid Data Pipeline server. By default, the installer suggests the name of the current machine.
c) When prompted, choose a **Custom** installation.
d) Specify the key location for the cloned environment established in Step 2.
e) Review port numbers.
f) Review the installation summary, and proceed with the installation.

7. Configure the load balancer spun up in Step 4 for the cloned environment.

**Note:** The load balancer must be configured to manage incoming traffic among the nodes in the cloned environment. If the On-Premises Connector is being used to connect with a data store behind a firewall, the load balancer must also be configured to communicate with the On-Premises Connector. In addition, you will need to specify the SSL certificate file to enable SSL termination in the load balancer. See **Load balancer configuration** on page 15 for details.

8. Test the cloned environment to ensure it is performing as expected.

**What to do next:**

Once you have tested the cloned environment, you may proceed with **upgrading the cloned environment**.

**Upgrading the cloned environment and updating the DNS**

**About this task:**

Take the following steps to upgrade the cloned environment and update the DNS to use this new, upgraded environment.

1. After you have created a clone of the production environment, block traffic coming into the production environment.

**Note:** By blocking traffic to the service, you are ensuring that no changes to the system database are made during the upgrade process.

2. According to your database vendor documentation, take a snapshot of the production system database.

3. According to your database vendor documentation, update the system database clone with the production database snapshot to ensure you have the latest configuration and credential information.

4. Perform an upgrade on one of the nodes in the cloned environment.
   
a) From a command-line prompt, navigate to the directory where you saved the product file. Alternatively, place the product file directory on your path before proceeding to the next step.
The product file has the format PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin, where \( nn \) is the version of the product.

b) Make the file an executable using the `chmod` command. Then, press ENTER. For example:

\[
\texttt{chmod } +x \texttt{ ./PROGRESS_DATADIRECT_HDP_SERVER\_nn\_LINUX\_64_INSTALL.bin}
\]

c) Run the executable.

- **GUI mode**

\[
\texttt{./PROGRESS_DATADIRECT_HDP_SERVER\_nn\_LINUX\_64_INSTALL.bin}
\]

Note: If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode

- **Console mode**

\[
\texttt{./PROGRESS_DATADIRECT_HDP_SERVER\_nn\_LINUX\_64_INSTALL.bin \textit{-i console}}
\]

d) When prompted, enter the directory of the installation you want to upgrade.

e) When prompted, choose an upgrade installation on the existing installation.

f) When prompted, choose the type of upgrade you want to perform.

- Select **Express** to persist established settings.
- Select **Modify settings** to change established settings.

g) Review port numbers and accept or change values as appropriate.

h) Review the upgrade summary, and proceed with the upgrade.

**Important:** If the upgrade fails, you can rollback to the previous version of the service, as described in *Rolling back to previous version if upgrade fails* on page 69.

5. Perform an **Express** upgrade on each of the remaining nodes in the cloned environment.

a) Run the executable.

- **GUI mode**

\[
\texttt{./PROGRESS_DATADIRECT_HDP_SERVER\_nn\_LINUX\_64_INSTALL.bin}
\]

Note: If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode

- **Console mode**

\[
\texttt{./PROGRESS_DATADIRECT_HDP_SERVER\_nn\_LINUX\_64_INSTALL.bin \textit{-i console}}
\]

b) When prompted, enter the directory of the installation you want to upgrade.

c) When prompted, choose an upgrade installation on the existing installation.
d) When prompted, choose an Express upgrade.
e) Review the upgrade summary, and proceed with the upgrade.

6. Test the upgraded, cloned environment to ensure that the upgraded version of the service is performing as expected.

7. Once you have thoroughly tested the environment to ensure that the upgraded version of the service is performing as expected, update the DNS record of the current production load balancer such that the hostname of the load balancer resolves to the IP address of the load balancer clone. With the DNS record update, the cloned environment becomes your newly upgraded production environment.

**Important:** The name of the server hosting the load balancer must remain the same between the upgraded version of the product and the previous version.

8. Unblock traffic coming into the service.

**What to do next:**

As a matter of best practices, monitor functionality and performance in the upgraded production environment. Once you have confirmed that the upgraded production environment is operating as expected, you can free the original production machines.

---

**Rolling back to previous version if upgrade fails**

In the event that an upgrade fails, you can rollback to the previous version of the service. First, the system database should be restored with the last snapshot of the system database. Next, the keystore location should be restored with the backup of the keystore location (see "Backing up a Hybrid Data Pipeline load balancer deployment" for more information). Then, test the service to ensure that it is behaving as expected.

To further investigate the failure, review the installation log files. The installer generates a number of log files during the installation process. The location of these files depends on the success of the upgrade.

- If the installer successfully creates the product installation directory, the installer generates the following log files.
  - `<install_dir>/ProgressHDServer_installation/Logs/Progress_DataDirect_Hybrid_Data_Pipeline_Server_Install_<timestamp>.log`
  - `<install_dir>/ddcloud/deploy.log`
  - `<install_dir>/ddcloud/final.log`
  - `<install_dir>/ddcloud/error.log`

- If the installation or upgrade fails such that the installer does not create the installation directory, the installer writes a file named `Progress__DataDirect_Hybrid_Data_Pipeline_Server_InstallFailed.txt` to the machine’s default temporary directory.

- When a silent installation or upgrade fails, the installer writes a file named `SilentInstallerError.log` to the user’s home directory.

- When hostname and port validation are skipped by specifying validation settings in the silent installation response file, the installer generates the file `SilentInstallInfo.log` in the user’s home directory.

For further assistance, contact Progress DataDirect Technical Support.
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Replacing a load balancer

As a matter of best practices, you should be prepared to replace or recover a network load balancer that handles requests for your Hybrid Data Pipeline service. The following guidelines should be followed to ensure quick recovery of the service in case your network load balancer fails.

- Back up all load balancer configuration information, as described in Backing up Hybrid Data Pipeline deployments on page 47.
  - The SSL certificate used to provide SSL termination at the load balancer should be backed up. The backup should be secured with the same access controls as the standing certificate.
  - The settings for session affinity should be documented.
  - The host names passed in the Host header should be documented.
  - The configuration for supplying the X-Forwarded-Proto header should be documented.
  - The configuration for supplying the X-Forwarded-For header if the client IP address is needed for Hybrid Data Pipeline access logs should be documented.
  - Routing and port information for configuration of default routing and for configuration of routing to on-premises data stores. See Configuring a network load balancer with the On-Premises Connector on page 16 for details.

**Note:** If you are using HAProxy as your load balancer, you should backup the `haproxy.cfg` file as a matter of best practice. Once you spin up HAProxy on a new machine, you can quickly configure HAProxy to handle Hybrid Data Pipeline requests by adding the `haproxy.cfg` file to the `/etc/haproxy` folder and executing the command `/etc/init.d/haproxy reload`.

- Consider having a backup load balancer in place and ready to handle requests for the service should the standing load balancer go down.
• Be prepared to direct traffic to a backup load balancer. Once you have a backup load balancer in place, you should be prepared to update the DNS record of the load balancer such that the hostname of the load balancer resolves to the IP address of the backup load balancer. Note that the name of the server hosting the load balancer must remain the same between the standing load balancer and the backup with which it is being replaced.

**Note:** If you are running a cloud load balancer such as the AWS Application Load Balancer or the Azure Application Gateway, best practices recommend that you document and backup your load balancer configuration. Refer to your cloud load balancer vendor documentation for details. For information specific to Hybrid Data Pipeline deployments using cloud load balancers, see Configuring a cloud load balancer with the On-Premises Connector on page 19.
Updating SSL certificates

The process you follow to update SSL certificates in a Hybrid Data Pipeline environment depends on whether you are updating your environment to use an SSL certificate issued by a well-known certificate authority (CA) or a less-well-known CA.

**Note:** For Hybrid Data Pipeline, a less-well-known CA is a CA that is not included in the list of well-known CA's in the Java TrustStore. A common example of a less-well-known CA would be an internal CA that issues SSL certificates within an organization to support in-house operations. An internal CA can serve as an alternative to issuing a self-signed certificate.

The instructions provided in Updating an environment to use an SSL certificate issued by a well-known CA on page 74 should be used to handle the following use cases.

- Updating from a self-signed certificate to a certificate issued by a well-known CA
- Updating a certificate issued by a well-known CA to a new certificate issued by a well-known CA
- Updating a certificate issued by a less-well-known CA to a new certificate issued by a well-known CA

The instructions provided in Updating an environment to use an SSL certificate issued by a less-well-known CA on page 82 should be used to handle the following use cases.

- Updating from a self-signed certificate to a certificate issued by a less-well-known CA
- Updating from a self-signed certificate to a new self-signed certificate
- Updating a certificate issued by a less-well-known CA to a new certificate issued by a less-well-known CA
- Updating a certificate issued by a well-known CA to a new certificate issued by a less-well-known CA

For details, see the following topics:

- Updating an environment to use an SSL certificate issued by a well-known CA
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• Updating an environment to use an SSL certificate issued by a less-well-known CA

Updating an environment to use an SSL certificate issued by a well-known CA

The procedures for updating an environment to a certificate issued by a well-known CA may differ depending on whether you choose to use the Hybrid Data Pipeline installation program to generate certificate files for client-side components, or choose to manually generate certificate files for these components. (Client-side components include the ODBC driver, the JDBC driver, and the On-Premises Connector.)

Important: We recommend that the installation program be used to generate certificate files whenever possible.

For detailed instructions, see the topic that applies to your use case.

• Updating certificates using the installation program in a load balancer environment (well-known CA) on page 74
• Updating certificates manually in a load balancer environment (well-known CA) on page 77

Updating certificates using the installation program in a load balancer environment (well-known CA)

Before you begin:

• The Hybrid Data Pipeline deployment should be backed up according to Backing up Hybrid Data Pipeline deployments on page 47.
• All traffic coming into the service should be blocked.
• Stop the service on each of the nodes in the cluster by running the stop service script (stop.sh) in the ddcloud subdirectory of the installation directory. Note that shutting down Hybrid Data Pipeline can take up to 2.5 minutes. Wait until you see the Shutdown complete message displayed on the console before taking any additional actions.

About this procedure:

The procedure for updating a load balancer deployment with an SSL certificate issued by a well-known CA begins with configuring your load balancer to use the new SSL certificate. Additional steps may be required if you are using client-side components such as the ODBC driver, the JDBC driver, or the On-Premises Connector. Specifically, in some circumstances, client-side certificate files must be regenerated to maintain SSL connectivity. While manual instruction is provided in Updating certificates manually in a load balancer environment (well-known CA) on page 77, we strongly recommend that the installation program be used to generate certificate files as described in the component-specific procedures below.

Configuring your load balancer

The load balancer used to manage Hybrid Data Pipeline requests must be configured to use the SSL certificate issued by the well-known CA. The server certificate should consist of the certificate issued by the CA and the private key generated from this certificate. You should refer to your load balancer vendor documentation for details on specifying an SSL server certificate.
Note: If you are using HAProxy as your load balancer, you will need to update the certificate file specified in the haproxy.cfg file. For example, bind *:443 ssl crt /hdpenv/ssl/<new_cert_file>.pem. Then, reload the haproxy.cfg file with the command /etc/init.d/haproxy reload.

If your deployment of Hybrid Data Pipeline does not include any client-side components, you must restart the service by running the start service script (start.sh) in the ddcloud subdirectory of the installation directory for each node in the cluster. Once the service has been restarted, the process for updating the SSL certificate is complete.

If you are using client-side components, additional steps may be required. See the following sections for details.

- Maintaining ODBC connectivity
- Maintaining JDBC connectivity
- Maintaining on-premises connectivity

Maintaining ODBC connectivity

To maintain ODBC connectivity, you must perform an upgrade installation of the Hybrid Data Pipeline server to generate new configuration and certificate files based on the newly issued SSL certificate. Then, the ODBC driver must be reinstalled with the new configuration and certificate files to complete client-side integration of the newly issued SSL certificate.

After you have configured your load balancer to use the new SSL certificate, take the following steps to maintain ODBC connectivity.

1. Perform a Modify settings upgrade on one of the nodes in your environment. The installation program must be for the same version of the product used in the standing deployment of the server. When prompted, specify the full path to the new SSL certificate. The specified file must include the trust chain down to the root certificate. PEM, DER, and Base64 encodings are supported (see SSL certificates for load balancer deployment on page 27 for details).

   Note: Refer to the Progress DataDirect Hybrid Data Pipeline Installation Guide for more information on performing upgrades.

2. Perform an Express upgrade on each of the remaining nodes in the cluster. The installation program must be for the same version of the product used in the standing deployment of the server.

3. Reinstall the ODBC driver with the newly generated configuration and certificate files. These files will be located in the redist folder in the key location. (The key location can be found in the update.properties file in the installation directory for any server node.) The ODBC driver must be reinstalled with the updated configuration and certificate files. When you run the ODBC driver installation program, the new configuration and certificate files must be located in the same directory as the driver installation program.

   Note: The ODBC driver installation program must be the same version used to install the standing version of the component.

4. After reinstalling the ODBC driver, test your environment to ensure that ODBC connectivity is working with the SSL update.

5. After confirming ODBC connectivity, unblock traffic coming into the service.
Maintaining JDBC connectivity

When updating your environment to use an SSL certificate issued by a well-known CA, you will not need to upgrade the server or reinstall the JDBC driver in most circumstances because the Java TrustStore contains a list of well-known CA certificates.

However, it is possible that an SSL certificate issued by a well-known CA is not included on the list of well-known CA certificates in the Java TrustStore. In this scenario, you will need to perform an upgrade of the Hybrid Data Pipeline server to generate new configuration and certificate files. Then, you will need to reinstall the JDBC driver with the new configuration and certificate files. This procedure is described in the following steps.

Note: If you have already upgraded the server for ODBC connectivity, there is no reason to upgrade the server again. You can simply reinstall the JDBC driver as described in Step 3.

1. Perform a Modify settings upgrade on one of the nodes in your environment. The installation program must be for the same version of the product used in the standing deployment of the server. When prompted, specify the full path to the new SSL certificate. The specified file must include the trust chain down to the root certificate. PEM, DER, and Base64 encodings are supported (see SSL certificates for load balancer deployment on page 27 for details).

Note: Refer to the Progress DataDirect Hybrid Data Pipeline Installation Guide for more information on performing upgrades.

2. Perform an Express upgrade on each of the remaining nodes in the cluster. The installation program must be for the same version of the product used in the standing deployment of the server.

3. Reinstall the JDBC driver with the newly generated configuration and certificate files. These files will be located in the redist folder in the key location. (The key location can be found in the update.properties file in the installation directory for any server node.) The JDBC driver must be reinstalled with the updated configuration and certificate files. When you run the JDBC driver installation program, the new configuration and certificate files must located in the same directory as the driver installation program.

4. After reinstalling the JDBC driver, test your environment to ensure that JDBC connectivity is working with the SSL update.

5. After confirming JDBC connectivity, unblock traffic coming into the service.

Maintaining on-premises connectivity

When updating your environment to use an SSL certificate issued by a well-known CA, you will not need to upgrade the server or reinstall the On-Premises Connector in most circumstances because the Java TrustStore contains a list of well-known CA certificates.

However, it is possible that an SSL certificate issued by a well-known CA is not included on the list of well-known CA certificates in the Java TrustStore. In this scenario, you will need to perform an upgrade of the Hybrid Data Pipeline server to generate new configuration and certificate files. Then, you will need to reinstall the On-Premises Connector with the new configuration and certificate files. This procedure is described in the following steps.

Note: If you have already upgraded the server for ODBC or JDBC connectivity, there is no reason to upgrade the server again. You can simply reinstall the On-Premises Connector as described in Step 3.

1. Perform a Modify settings upgrade on one of the nodes in your environment. The installation program must be for the same version of the product used in the standing deployment of the server. When prompted, specify the full path to the new SSL certificate. The specified file must include the trust chain down to the root certificate. PEM, DER, and Base64 encodings are supported (see SSL certificates for load balancer deployment on page 27 for details).
Note: Refer to the Progress DataDirect Hybrid Data Pipeline Installation Guide for more information on performing upgrades.

2. Perform an Express upgrade on each of the remaining nodes in the cluster. The installation program must be for the same version of the product used in the standing deployment of the server.

3. Reinstall the On-Premises Connector with the newly generated configuration and certificate files. These files will be located in the redist folder in the key location. (The key location can be found in the update.properties file in the installation directory for any server node.) The On-Premises Connector must be reinstalled with the new configuration and certificate files. When you run the On-Premises Connector installation program, the new configuration and certificate files must be located in the same directory as the On-Premises Connector installation program.

4. After reinstalling the On-Premises Connector, test your environment to ensure that connectivity to on-premises data sources is working with the SSL update.

5. After confirming on-premises connectivity, unblock traffic coming into the service.

Updating certificates manually in a load balancer environment (well-known CA)

Before you begin:

- The Hybrid Data Pipeline deployment should be backed up according to Backing up Hybrid Data Pipeline deployments on page 47.
- All traffic coming into the service should be blocked.
- Stop the service on each of the nodes in the cluster by running the stop service script (stop.sh) in the ddcloud subdirectory of the installation directory. Note that shutting down Hybrid Data Pipeline can take up to 2.5 minutes. Wait until you see the Shutdown complete message displayed on the console before taking any additional actions.

About this procedure:

The procedure for updating a load balancer deployment with an SSL certificate issued by a well-known CA begins with configuring your load balancer to use the new SSL certificate. Additional steps may be required if you are using client-side components such as the ODBC driver, the JDBC driver, or the On-Premises Connector. Specifically, in some circumstances, client-side certificate files must be regenerated to maintain SSL connectivity. While instruction to manually generate certificate files is provided in this topic, we strongly recommend that the installation program be used to generate certificates as described in Updating certificates using the installation program in a load balancer environment (well-known CA) on page 74.

Configuring your load balancer

The load balancer used to manage Hybrid Data Pipeline requests must be configured to use the SSL certificate issued by the well-known CA. The server certificate should consist of the certificate issued by the CA and the private key generated from this certificate. You should refer to your load balancer vendor documentation for details on specifying an SSL server certificate.

Note: If you are using HAProxy as your load balancer, you will need to update the certificate file specified in the haproxy.cfg file. For example, bind *:443 ssl crt /hdpenv/ssl/<new_cert_file>.pem. Then, reload the haproxy.cfg file with the command /etc/init.d/haproxy reload.
If your deployment of Hybrid Data Pipeline does not include any client-side components, you must restart the service by running the start service script (start.sh) in the ddcloud subdirectory of the installation directory for each node in the cluster. Once the service has been restarted, the process for updating the SSL certificate is complete.

If you are using client-side components, additional steps may be required. See the following sections for details.

- **Maintaining ODBC connectivity**
- **Maintaining JDBC connectivity**
- **Maintaining on-premises connectivity**

## Maintaining ODBC connectivity

To maintain ODBC connectivity, a new ddcloud.pem server certificate must be generated from the newly issued SSL certificate. Then, the ODBC driver must be reinstalled with the new ddcloud.pem to complete the client-side integration of the newly issued SSL certificate.

After you have configured your load balancer to use the new SSL certificate, take the following steps to maintain ODBC connectivity.

1. **Generate a new ddcloud.pem server certificate.**
   - **Option 1.** If working from a PEM file, execute the following commands.
     ```bash
     openssl crl2pkcs7 -nocrl -certfile <cert_file_path>/newcert.pem
     openssl pkcs7 -print_certs -out ddcloud.pem
     ```
   - **Option 2.** If working from a file in DER encoded binary X.509 format (such as a .cert, .cer or .crt file), execute the following command.
     ```bash
     openssl x509 -inform der -in <cert_file_path>/newcert.cer -out ddcloud.pem
     ```

2. **Copy the new ddcloud.pem file to the <key_location>/redist directory** where the <key_location> is the key location directory specified during installation or previous upgrade of the Hybrid Data Pipeline server. (The key location can be found in the update.properties file in the installation directory for any server node.) For example:
   ```bash
   cp ddcloud.pem <key_location>/redist/ddcloud.pem
   ```

3. **FIPS implementations only.** For each machine running the server, navigate to the <hdp_install_dir>/ddcloud directory and run the enable_fips.sh script with the force argument. For example:
   ```bash
   enable_fips.sh force
   ```

4. Reinstall the ODBC driver with the configuration and certificate files in the <key_location>/redist folder, which includes the new ddcloud.pem. The ODBC driver must be reinstalled with all configuration and certificate files. When you run the ODBC driver installation program, the new certificate file (as well as the TrustStore and configuration files) must located in the same directory as the driver installation program.

**Note:** The ODBC driver installation program must be the same version used to install the standing version of the component.
5. After reinstalling the ODBC driver, test your environment to ensure that ODBC connectivity is working with the SSL update.

6. After confirming ODBC connectivity, unblock traffic coming into the service.

**Maintaining JDBC connectivity**

When updating your environment to use an SSL certificate issued by a well-known CA, you will not need to regenerate certificate files or reinstall the JDBC driver in most circumstances because the Java TrustStore contains a list of well-known CA certificates.

However, it is possible that an SSL certificate issued by a well-known CA is not included on the list of well-known CA certificates in the Java TrustStore. In this scenario, you will need to generate new certificate files based on the newly issued SSL certificate. Then, you will need to reinstall the JDBC driver with the new certificate files. This procedure is described in the following steps.

1. Generate a new `ddcloud.pem` server certificate.

   **Note:** If you created a new `ddcloud.pem` for ODBC connectivity, you do not need to regenerate the file again. Simply use the new `ddcloud.pem` you have already created in Step 2.

   • **Option 1.** If working from a PEM file, execute the following commands.
     
     ```
     openssl crl2pkcs7 -nocrl -certfile <cert_file_path>/newcert.pem
     openssl pkcs7 -print_certs -out ddcloud.pem
     ```

   • **Option 2.** If working from a file in DER encoded binary X.509 file format (such as a `.cert`, `.cer` or `.crt` file), execute the following command.
     
     ```
     openssl x509 -inform der -in <cert_file_path>/newcert.cer -out ddcloud.pem
     ```

2. Create the TrustStore `ddcloudTrustStore.jks` by executing the following command.

   ```
   <hdp_install_dir>/jre/bin/keytool -importcert -file ddcloud.pem
   -keystore ddcloudTrustStore.jks -storetype JKS -storepass datadirect
   -noprompt
   ```

3. Create the KeyStore `ddcloud.jks` by executing the following command.

   ```
   cp ddcloudTrustStore.jks ddcloud.jks
   ```

4. Copy the `ddcloudTrustStore.jks` file to the `<key_location> and `<key_location>/redist directories where the `<key_location>` is the key location directory specified during installation or previous upgrade of the Hybrid Data Pipeline server. (The key location can be found in the `update.properties` file in the installation directory for any server node.) For example:

   ```
   cp ddcloudTrustStore.jks <key_location>/ddcloudTrustStore.jks
   cp ddcloudTrustStore.jks <key_location>/redist/ddcloudTrustStore.jks
   ```

5. Copy the `ddcloudTrustStore.jks` file to the `<hdp_install_dir>/ddcloud/keystore directory of each node running the Hybrid Data Pipeline server. For example:

   ```
   cp ddcloudTrustStore.jks <hdp_install_dir>/ddcloud/keystore/ddcloudTrustStore.jks
   ```
6. Copy the ddcloud.jks file to the <key_location> directory.
   cp ddcloud.jks <key_location>/ddcloud.jks

7. Copy the ddcloud.jks file to the <hdp_install_dir>/ddcloud/keystore directory of each node running the Hybrid Data Pipeline server. For example:
   cp ddcloud.jks <hdp_install_dir>/ddcloud/keystore/ddcloud.jks

8. Copy the new ddcloud.pem file to the <key_location>/redist directory.
   cp ddcloud.pem <key_location>/redist/ddcloud.pem

9. Reinstall the JDBC driver with the configuration and certificate files in the <key_location>/redist folder, which includes the new certificate files. The JDBC driver must be reinstalled with all configuration and certificate files. When you run the JDBC driver installation program, the new certificate files and the configuration files must located in the same directory as the driver installation program.

   Note: The JDBC driver installation program must be the same version used to install the standing version of the component.

10. After reinstalling the JDBC driver, test your environment to ensure that JDBC connectivity is working with the SSL update.

11. After confirming JDBC connectivity, unblock traffic coming into the service.

Maintaining on-premises connectivity

When updating your environment to use an SSL certificate issued by a well-known CA, you will not need to regenerate certificate files or reinstall the On-Premises Connector in most circumstances because the Java TrustStore contains a list of well-known CA certificates.

However, it is possible that an SSL certificate issued by a well-known CA is not included on the list of well-known CA certificates in the Java TrustStore. In this scenario, you will need to generate new certificate files based on the newly issued SSL certificate. Then, you will need to reinstall the On-Premises Connector with the new certificate files. This procedure is described in the following steps.

1. Generate a new ddcloud.pem server certificate.

   Note: If you created a new ddcloud.pem for ODBC or JDBC connectivity, you do not need to regenerate the file again. Simply use the new ddcloud.pem you have already created in Step 2 below.

   * Option 1. If working from a PEM file, execute the following commands.

     openssl crl2pkcs7 -nocrl -certfile <cert_file_path>/newcert.pem

     openssl pkcs7 -print_certs -out ddcloud.pem
• **Option 2.** If working from a file in DER encoded binary X.509 file format (such as a .cert, .cer or .crt file), execute the following command.

```bash
openssl x509 -inform der -in <cert_file_path>/newcert.cer -out ddcloud.pem
```

2. Create the TrustStore **ddcloudTrustStore.jks** by executing the following command.

```bash
<hdp_install_dir>/jre/bin/keytool -importcert -file ddcloud.pem
-keystore ddcloudTrustStore.jks -storetype JKS -storepass datadirect
-noprompt
```

3. Create the KeyStore **ddcloud.jks** by executing the following command.

```bash
cp ddcloudTrustStore.jks ddcloud.jks
```

4. Copy the **ddcloudTrustStore.jks** file to the `<key_location>` and `<key_location>/redist` directories where the `<key_location>` is the key location directory specified during installation or previous upgrade of the Hybrid Data Pipeline server. (The key location can be found in the `update.properties` file in the installation directory for any server node.) For example:

```bash
cp ddcloudTrustStore.jks <key_location>/ddcloudTrustStore.jks

cp ddcloudTrustStore.jks <key_location>/redist/ddcloudTrustStore.jks
```

5. Copy the **ddcloudTrustStore.jks** file to the `<hdp_install_dir>/ddcloud/keystore` directory of each node running the Hybrid Data Pipeline server. For example:

```bash
cp ddcloudTrustStore.jks <hdp_install_dir>/ddcloud/keystore/ddcloudTrustStore.jks
```

6. Copy the **ddcloud.jks** file to the `<key_location>` directory.

```bash
cp ddcloud.jks <key_location>/ddcloud.jks
```

7. Copy the **ddcloud.jks** file to the `<hdp_install_dir>/ddcloud/keystore` directory of each node running the Hybrid Data Pipeline server. For example:

```bash
cp ddcloud.jks <hdp_install_dir>/ddcloud/keystore/ddcloud.jks
```

8. Copy the new **ddcloud.pem** file to the `<key_location>/redist` directory.

```bash
cp ddcloud.pem <key_location>/redist/ddcloud.pem
```

9. Reinstall the On-Premises Connector with the configuration and certificate files in the `<key_location>/redist` folder, which includes the new certificate files. The On-Premises Connector must be reinstalled with all configuration and certificate files. When you run the On-Premises Connector installation program, the new certificate files and the configuration files must located in the same directory as the On-Premises Connector installation program.

**Note:** The On-Premises Connector installation program must be the same version used to install the standing version of the component.

10. After reinstalling the On-Premises Connector, test your environment to ensure that connectivity to on-premises data sources is working with the SSL update.

11. After confirming on-premises connectivity, unblock traffic coming into the service.
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Updating an environment to use an SSL certificate issued by a less-well-known CA

The procedures for updating an environment to a certificate issued by a less-well-known CA may differ depending on whether you choose to use the Hybrid Data Pipeline installation program to generate certificate files for client-side components, or choose to manually generate certificate files for these components. (Client-side components include the ODBC driver, the JDBC driver, and the On-Premises Connector.)

**Important:** We recommend that the installation program be used to generate certificate files whenever possible.

For detailed instructions, see the topic that applies to your use case.

- Updating certificates using the installation program in a load balancer environment (less-well-known CA) on page 82
- Updating certificates manually in a load balancer environment (less-well-known CA) on page 85

Updating certificates using the installation program in a load balancer environment (less-well-known CA)

**Before you begin:**

- The Hybrid Data Pipeline deployment should be backed up according to Backing up Hybrid Data Pipeline deployments on page 47.
- All traffic coming into the service should be blocked.
- Stop the service on each of the nodes in the cluster by running the stop service script (stop.sh) in the ddcloud subdirectory of the installation directory. Note that shutting down Hybrid Data Pipeline can take up to 2.5 minutes. Wait until you see the Shutdown complete message displayed on the console before taking any additional actions.

**About this procedure:**

The procedure for updating a load balancer deployment with an SSL certificate issued by a less-well-known CA begins with configuring your load balancer to use the new SSL certificate. Additional steps are required if you are using client-side components such as the ODBC driver, the JDBC driver, or the On-Premises Connector. While manual instruction is provided in Updating certificates manually in a load balancer environment (less-well-known CA) on page 85, we strongly recommend that the installation program be used to generate certificate files as described in the component-specific procedures below.

**Configuring your load balancer**

The load balancer used to manage Hybrid Data Pipeline requests must be configured to use the SSL certificate issued by the well-known CA. The server certificate should consist of the certificate issued by the CA and the private key generated from this certificate. You should refer to your load balancer vendor documentation for details on specifying an SSL server certificate.

**Note:** If you are using HAProxy as your load balancer, you will need to update the certificate file specified in the haproxy.cfg file. For example, bind *:443 ssl crt /hdpenv/ssl/<new_cert_file>.pem. Then, reload the haproxy.cfg file with the command /etc/init.d/haproxy reload.
If your deployment of Hybrid Data Pipeline does not include any client-side components, you must restart the service by running the start service script (start.sh) in the ddcloud subdirectory of the installation directory for each node in the cluster. Once the service has been restarted, the process for updating the SSL certificate is complete.

If you are using client-side components, additional steps are required. See the following sections for details.

- Maintaining ODBC connectivity
- Maintaining JDBC connectivity
- Maintaining on-premises connectivity

### Maintaining ODBC connectivity

To maintain ODBC connectivity, you must perform an upgrade installation of the Hybrid Data Pipeline server to generate new configuration and certificate files based on the newly issued SSL certificate. Then, the ODBC driver must be reinstalled with the new configuration and certificate files to complete client-side integration of the newly issued SSL certificate.

After you have configured your load balancer to use the new SSL certificate, take the following steps to maintain ODBC connectivity.

1. Perform a Modify settings upgrade on one of the nodes in your environment. The installation program must be for the same version of the product used in the standing deployment of the server. When prompted, specify the full path to the new SSL certificate. The specified file must include the trust chain down to the root certificate. PEM, DER, and Base64 encodings are supported (see SSL certificates for load balancer deployment on page 27 for details).

   **Note:** Refer to the Progress DataDirect Hybrid Data Pipeline Installation Guide for more information on performing upgrades.

2. Perform an Express upgrade on each of the remaining nodes in the cluster. The installation program must be for the same version of the product used in the standing deployment of the server.

3. Reinstall the ODBC driver with the newly generated configuration and certificate files. These files will be located in the redist folder in the key location. (The key location can be found in the update.properties file in the installation directory for any server node.) The ODBC driver must be reinstalled with the updated configuration and certificate files. When you run the ODBC driver installation program, the new configuration and certificate files must be located in the same directory as the driver installation program.

   **Note:** The ODBC driver installation program must be the same version used to install the standing version of the component.

4. After reinstalling the ODBC driver, test your environment to ensure that ODBC connectivity is working with the SSL update.

5. After confirming ODBC connectivity, unblock traffic coming into the service.

### Maintaining JDBC connectivity

To maintain JDBC connectivity, you must perform an upgrade installation of the Hybrid Data Pipeline server to generate new configuration and certificate files based on the newly issued SSL certificate. Then, the JDBC driver must be reinstalled with the new configuration and certificate files to complete client-side integration of the newly issued SSL certificate.

After you have configured your load balancer to use the new SSL certificate, take the following steps to maintain JDBC connectivity.
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**Note:** If you have already upgraded the server for ODBC connectivity, there is no reason to upgrade the server again. You can simply reinstall the JDBC driver as described in Step 3.

1. Perform a **Modify settings** upgrade on one of the nodes in your environment. The installation program must be for the same version of the product used in the standing deployment of the server. When prompted, specify the full path to the new SSL certificate. The specified file must include the trust chain down to the root certificate. PEM, DER, and Base64 encodings are supported (see SSL certificates for load balancer deployment on page 27 for details).

   **Note:** Refer to the Progress DataDirect Hybrid Data Pipeline Installation Guide for more information on performing upgrades.

2. Perform an **Express** upgrade on each of the remaining nodes in the cluster. The installation program must be for the same version of the product used in the standing deployment of the server.

3. Reinstall the JDBC driver with the newly generated configuration and certificate files. These files will be located in the redist folder in the key location. (The key location can be found in the update.properties file in the installation directory for any server node.) The JDBC driver must be reinstalled with the updated configuration and certificate files. When you run the JDBC driver installation program, the new configuration and certificate files must located in the same directory as the driver installation program.

4. After reinstalling the JDBC driver, test your environment to ensure that JDBC connectivity is working with the SSL update.

5. After confirming JDBC connectivity, unblock traffic coming into the service.

### Maintaining on-premises connectivity

To maintain on-premises connectivity, you must perform an upgrade installation of the Hybrid Data Pipeline server to generate new configuration and certificate files based on the newly issued SSL certificate. Then, the On-Premises Connector must be reinstalled with the new configuration and certificate files to complete client-side integration of the newly issued SSL certificate.

After you have configured your load balancer to use the new SSL certificate, take the following steps to maintain on-premises connectivity.

**Note:** If you have already upgraded the server for ODBC or JDBC connectivity, there is no reason to upgrade the server again. You can simply reinstall the On-Premises Connector as described in Step 3.

1. Perform a **Modify settings** upgrade on one of the nodes in your environment. The installation program must be for the same version of the product used in the standing deployment of the server. When prompted, specify the full path to the new SSL certificate. The specified file must include the trust chain down to the root certificate. PEM, DER, and Base64 encodings are supported (see SSL certificates for load balancer deployment on page 27 for details).

   **Note:** Refer to the Progress DataDirect Hybrid Data Pipeline Installation Guide for more information on performing upgrades.

2. Perform an **Express** upgrade on each of the remaining nodes in the cluster. The installation program must be for the same version of the product used in the standing deployment of the server.

3. Reinstall the On-Premises Connector with the newly generated configuration and certificate files. These files will be located in the redist folder in the key location. (The key location can be found in the update.properties file in the installation directory for any server node.) The On-Premises Connector must be reinstalled with the new configuration and certificate files. When you run the On-Premises Connector
installation program, the new configuration and certificate files must be located in the same directory as the On-Premises Connector installation program.

4. After reinstalling the On-Premises Connector, test your environment to ensure that connectivity to on-premises data sources is working with the SSL update.

5. After confirming on-premises connectivity, unblock traffic coming into the service.

Updating certificates manually in a load balancer environment (less-well-known CA)

Before you begin:

• The Hybrid Data Pipeline deployment should be backed up according to Backing up Hybrid Data Pipeline deployments on page 47.

• All traffic coming into the service should be blocked.

• Stop the service on each of the nodes in the cluster by running the stop service script (stop.sh) in the ddcloud subdirectory of the installation directory. Note that shutting down Hybrid Data Pipeline can take up to 2.5 minutes. Wait until you see the Shutdown complete message displayed on the console before taking any additional actions.

About this procedure:

The procedure for updating a load balancer deployment with an SSL certificate issued by a well-known CA begins with configuring your load balancer to use the new SSL certificate. Additional steps are required if you are using client-side components such as the ODBC driver, the JDBC driver, or the On-Premises Connector. While instruction to manually generate certificate files is provided in this topic, we strongly recommend that the installation program be used to generate certificates as described in Updating certificates using the installation program in a load balancer environment (less-well-known CA) on page 82.

Configuring your load balancer

The load balancer used to manage Hybrid Data Pipeline requests must be configured to use the SSL certificate issued by the well-known CA. The server certificate should consist of the certificate issued by the CA and the private key generated from this certificate. You should refer to your load balancer vendor documentation for details on specifying an SSL server certificate.

Note: If you are using HAProxy as your load balancer, you will need to update the certificate file specified in the haproxy.cfg file. For example, bind *:443 ssl crt /hdpenv/ssl/<new_cert_file>.pem. Then, reload the haproxy.cfg file with the command /etc/init.d/haproxy reload.

If your deployment of Hybrid Data Pipeline does not include any client-side components, you must restart the service by running the start service script (start.sh) in the ddcloud subdirectory of the installation directory for each node in the cluster. Once the service has been restarted, the process for updating the SSL certificate is complete.

If you are using client-side components, additional steps may be required. See the following sections for details.

• Maintaining ODBC connectivity

• Maintaining JDBC connectivity

• Maintaining on-premises connectivity
Maintaining ODBC connectivity

To maintain ODBC connectivity, a new `ddcloud.pem` server certificate must be generated from the newly issued SSL certificate. Then, the ODBC driver must be reinstalled with the new `ddcloud.pem` to complete the client-side integration of the newly issued SSL certificate.

After you have configured your load balancer to use the new SSL certificate, take the following steps to maintain ODBC connectivity.

1. Generate a new `ddcloud.pem` server certificate.

   - **Option 1.** If working from a PEM file, execute the following commands.
     
     ```bash
     openssl crl2pkcs7 -nocrl -certfile <cert_file_path>/newcert.pem
     openssl pkcs7 -print_certs -out ddcloud.pem
     ```

   - **Option 2.** If working from a file in DER encoded binary X.509 file format (such as a `.cert`, `.cer` or `.crt` file), execute the following command.
     
     ```bash
     openssl x509 -inform der -in <cert_file_path>/newcert.cer -out ddcloud.pem
     ```

2. Copy the new `ddcloud.pem` file to the `<key_location>/redist` directory where the `<key_location>` is the key location directory specified during installation or previous upgrade of the Hybrid Data Pipeline server. (The key location can be found in the `update.properties` file in the installation directory for any server node.) For example:

   ```bash
   cp ddcloud.pem <key_location>/redist/ddcloud.pem
   ```

3. **FIPS implementations only.** For each machine running the server, navigate to the `<hdp_install_dir>/ddcloud` directory and run the `enable_fips.sh` script with the `force` argument. For example:

   ```bash
   enable_fips.sh force
   ```

4. Reinstall the ODBC driver with the configuration and certificate files in the `<key_location>/redist` folder, which includes the new `ddcloud.pem`. The ODBC driver must be reinstalled with all configuration and certificate files. When you run the ODBC driver installation program, the new certificate file (as well as the TrustStore and configuration files) must located in the same directory as the driver installation program.

   **Note:** The ODBC driver installation program must be the same version used to install the standing version of the component.

5. After reinstalling the ODBC driver, test your environment to ensure that ODBC connectivity is working with the SSL update.

6. After confirming ODBC connectivity, unblock traffic coming into the service.

Maintaining JDBC connectivity

To maintain JDBC connectivity, new certificate must be generated from the newly issued SSL certificate. Then, the JDBC driver must be reinstalled with the new certificate files to complete the client-side integration of the newly issued SSL certificate.

After you have configured your load balancer to use the new SSL certificate, take the following steps to maintain JDBC connectivity.

1. Generate a new `ddcloud.pem` server certificate.
Note: If you created a new ddcloud.pem for ODBC connectivity, you do not need to regenerate the file again. Simply use the new ddcloud.pem you have already created in Step 2.

- **Option 1.** If working from a PEM file, execute the following commands.
  ```sh
  openssl crl2pkcs7 -nocrl -certfile <cert_file_path>/newcert.pem
  openssl pkcs7 -print_certs -out ddcloud.pem
  ```

- **Option 2.** If working from a file in DER encoded binary X.509 file format (such as a .cert, .cer or .crt file), execute the following command.
  ```sh
  openssl x509 -inform der -in <cert_file_path>/newcert.cer -out ddcloud.pem
  ```

2. Create the **TrustStore** ddcloudTrustStore.jks by executing the following command.
   ```sh
   <hdp_install_dir>/jre/bin/keytool -importcert -file ddcloud.pem
   -keystore ddcloudTrustStore.jks -storetype JKS -storepass datadirect
   -noprompt
   ```

3. Create the **KeyStore** ddcloud.jks by executing the following command.
   ```sh
   cp ddcloudTrustStore.jks ddcloud.jks
   ```

4. Copy the ddcloudTrustStore.jks file to the `<key_location>` and `<key_location>/redist` directories where the `<key_location>` is the **key location** directory specified during installation or previous upgrade of the Hybrid Data Pipeline server. (The key location can be found in the update.properties file in the installation directory for any server node.) For example:
   ```sh
   cp ddcloudTrustStore.jks <key_location>/ddcloudTrustStore.jks
   
   cp ddcloudTrustStore.jks <key_location>/redist/ddcloudTrustStore.jks
   ```

5. Copy the ddcloudTrustStore.jks file to the `<hdp_install_dir>/ddcloud/keystore directory of each node running the Hybrid Data Pipeline server. For example:
   ```sh
   cp ddcloudTrustStore.jks <hdp_install_dir>/ddcloud/keystore/ddcloudTrustStore.jks
   ```

6. Copy the ddcloud.jks file to the `<key_location>` directory.
   ```sh
   cp ddcloud.jks <key_location>/ddcloud.jks
   ```

7. Copy the ddcloud.jks file to the `<hdp_install_dir>/ddcloud/keystore directory of each node running the Hybrid Data Pipeline server. For example:
   ```sh
   cp ddcloud.jks <hdp_install_dir>/ddcloud/keystore/ddcloud.jks
   ```

8. Copy the new ddcloud.pem file to the `<key_location>/redist directory.
   ```sh
   cp ddcloud.pem <key_location>/redist/ddcloud.pem
   ```

9. Reinstall the JDBC driver with the configuration and certificate files in the `<key_location>/redist folder, which includes the new certificate files. The JDBC driver must be reinstalled with all configuration and certificate files. When you run the JDBC driver installation program, the new certificate files and the configuration files must located in the same directory as the driver installation program.
10. After reinstalling the JDBC driver, test your environment to ensure that JDBC connectivity is working with the SSL update.

11. After confirming JDBC connectivity, unblock traffic coming into the service.

**Maintaining on-premises connectivity**

To maintain on-premises connectivity, new certificate must be generated from the newly issued SSL certificate. Then, the On-Premises Connector must be reinstalled with the new certificate files to complete the client-side integration of the newly issued SSL certificate.

After you have configured your load balancer to use the new SSL certificate, take the following steps to maintain on-premises connectivity.

1. Generate a new `ddcloud.pem` server certificate.

   **Note:** If you created a new `ddcloud.pem` for ODBC or JDBC connectivity, you do not need to regenerate the file again. Simply use the new `ddcloud.pem` you have already created in Step 2 below.

   - **Option 1.** If working from a PEM file, execute the following commands.
     
     ```bash
     openssl crl2pkcs7 -nocrl -certfile <cert_file_path>/newcert.pem
     openssl pkcs7 -print_certs -out ddcloud.pem
     ```

   - **Option 2.** If working from a file in DER encoded binary X.509 file format (such as a `.cert`, `.cer` or `.crt` file), execute the following command.
     
     ```bash
     openssl x509 -inform der -in <cert_file_path>/newcert.cer -out ddcloud.pem
     ```

2. Create the TrustStore `ddcloudTrustStore.jks` by executing the following command.

   ```bash
   <hdp_install_dir>/jre/bin/keytool -importcert -file ddcloud.pem
   -keystore ddcloudTrustStore.jks -storetype JKS -storepass datadirect -noprompt
   ```

3. Create the KeyStore `ddcloud.jks` by executing the following command.

   ```bash
   cp ddcloudTrustStore.jks ddcloud.jks
   ```

4. Copy the `ddcloudTrustStore.jks` file to the `<key_location>` and `<key_location>/redist` directories where the `<key_location>` is the key location directory specified during installation or previous upgrade of the Hybrid Data Pipeline server. (The key location can be found in the `update.properties` file in the installation directory for any server node.) For example:

   ```bash
   cp ddcloudTrustStore.jks <key_location>/ddcloudTrustStore.jks
   cp ddcloudTrustStore.jks <key_location>/redist/ddcloudTrustStore.jks
   ```
5. Copy the `ddcloudTrustStore.jks` file to the `<hdp_install_dir>/ddcloud/keystore` directory of each node running the Hybrid Data Pipeline server. For example:

```bash
cp ddcloudTrustStore.jks <hdp_install_dir>/ddcloud/keystore/ddcloudTrustStore.jks
```

6. Copy the `ddcloud.jks` file to the `<key_location>` directory.

```bash
cp ddcloud.jks <key_location>/ddcloud.jks
```

7. Copy the `ddcloud.jks` file to the `<hdp_install_dir>/ddcloud/keystore` directory of each node running the Hybrid Data Pipeline server. For example:

```bash
cp ddcloud.jks <hdp_install_dir>/ddcloud/keystore/ddcloud.jks
```

8. Copy the new `ddcloud.pem` file to the `<key_location>/redist` directory.

```bash
cp ddcloud.pem <key_location>/redist/ddcloud.pem
```

9. Reinstall the On-Premises Connector with the configuration and certificate files in the `<key_location>/redist` folder, which includes the new certificate files. The On-Premises Connector must be reinstalled with all configuration and certificate files. When you run the On-Premises Connector installation program, the new certificate files and the configuration files must located in the same directory as the On-Premises Connector installation program.

   **Note:** The On-Premises Connector installation program must be the same version used to install the standing version of the component.

10. After reinstalling the On-Premises Connector, test your environment to ensure that connectivity to on-premises data sources is working with the SSL update.

11. After confirming on-premises connectivity, unblock traffic coming into the service.
Recovering nodes running behind a load balancer

In a production environment, Hybrid Data Pipeline should be deployed on one or more nodes behind a load balancer. If a host machine goes down or becomes unavailable, best practices recommend that you maintain performance by replacing the failed node. For a deployment with a network load balancer, the following general steps apply.

1. Install the server on a new node.
2. Configure the load balancer to use the new node.
3. Remove references and routing information for the failed node from the load balancer.

**Note:** If you are running a cloud load balancer such as the AWS Application Load Balancer or the Azure Application Gateway, you should consult your vendor documentation about managing compute capacity. For information specific to Hybrid Data Pipeline deployments using cloud load balancers, see Configuring a cloud load balancer with the On-Premises Connector on page 19.

For details, see the following topics:

- Replacing a failed node behind a network load balancer
Replacing a failed node behind a network load balancer

Before you begin:

- The Hybrid Data Pipeline deployment should be backed up according to Backing up Hybrid Data Pipeline deployments on page 47.
- You should have the installation program for the version of the product you are currently using.

About this task:

To replace a failed node, you must install the Hybrid Data Pipeline server on a new host machine and configure your network load balancer to use the new node. In addition, references and routing information related to the failed node should be removed from the load balancer configuration.

Note that during the initial installation of the Hybrid Data Pipeline server, the installer writes properties files, encryption keys, and system information to the key location. When performing subsequent installations on additional nodes, the key location must be specified to ensure consistent configuration of the service across nodes. For installations on additional nodes, the installer bypasses prompts for load balancing, SSL, system database, and On-Premises Connector configurations, as this information is provided by the files written to the key location.

1. From a command-line prompt, navigate to the directory where you saved the product file. Alternatively, place the product file directory on your path before proceeding to the next step.

   The product file has the format PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin, where nn is the version of the product.

2. Make the file an executable using the chmod command. Then, press ENTER. For example:

   chmod +x ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin

3. Run the executable.

   - Console mode
     
     ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin -i console

   - GUI mode
     
     ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin

   **Note:** If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode

4. Specify an installation directory.
5. Provide the hostname of the machine on which you are installing the Hybrid Data Pipeline server.
6. Select the Custom installation type.
7. Provide the key location and other information as prompted.
8. Review the installation summary, and proceed with the installation.
9. Configure the network load balancer.
a) Configure the network load balancer to use the new node.

b) For deployments that include the On-Premises Connector, configure the load balancer to handle requests to backend data stores. (See Configuring a network load balancer with the On-Premises Connector on page 16 for details.)

c) Remove references and routing information related to the failed node from the load balancer configuration.

What to do next:

Monitor your environment to ensure that requests are being distributed by the load balancer and results are being properly returned to client applications.
Recovering an external system database

Hybrid Data Pipeline requires a system database (sometimes referred to as an account database) for storing user and configuration information. When deploying the service behind a load balancer, you must use a supported external database. To promote the continuous availability of the service, the system database should be replicated or mirrored, and the system database should be routinely backed up. In the event that the system database fails, the backup database can be integrated with the standing deployment of Hybrid Data Pipeline.

Integrating the backup system database with a standing deployment requires performing an upgrade of the server on each node in the deployment. This is a two part process. First, a Modify settings upgrade must be performed on one of the nodes in the cluster. Second, an Express upgrade must be performed on each additional node in the cluster. These upgrades must be performed with the same version of the product used in the standing deployment of the service. Before you proceed with this two-part process, you must have the following information and resources.

- A mirror of the external system database.
- The installation program. The installation program must be for the same version of the product used in the standing deployment of the server.
- Administrator and user credentials for the external system database. The credentials of the mirror database should be the same as those of the original database.

For details, see the following topics:

- Modify settings upgrade for system database recovery
- Express upgrade system database recovery
Modify settings upgrade for system database recovery

The first step in recovering from an external database failure is to perform a Modify settings upgrade on one of the nodes in your cluster. This upgrade effectively integrates the node with the mirror of your external system database. In addition, the settings you specify for this upgrade provide the default settings for the Express upgrades that must be performed on any additional nodes in the cluster.

Take the following steps to perform the Modify settings upgrade.

1. From a command-line prompt, navigate to the directory where you saved the product file. Alternatively, place the product file directory on your path before proceeding to the next step.

   The product file has the format PROGRESS_DATADIRECT_HDP_SERVER_{nn}_LINUX_64_INSTALL.bin, where \textit{nn} is the version of the product.

2. Make the file an executable using the \texttt{chmod +x} command. For example:

   \texttt{chmod +x ./PROGRESS_DATADIRECT_HDP_SERVER_{nn}_LINUX_64_INSTALL.bin}

3. Run the executable.

   - \textbf{GUI mode}

     \texttt{./PROGRESS_DATADIRECT_HDP_SERVER_{nn}_LINUX_64_INSTALL.bin}

     \textbf{Note:} If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode

   - \textbf{Console mode}

     \texttt{./PROGRESS_DATADIRECT_HDP_SERVER_{nn}_LINUX_64_INSTALL.bin -i console}

4. When prompted, enter the directory of the installation you want to upgrade.

5. When prompted, choose an upgrade installation on the existing installation.

6. When prompted, choose a Modify settings upgrade.

   \textbf{Important:} A number of settings can be changed during a Modify settings upgrade. However, for system database recovery, only the settings related to the system database should be modified. All other settings must remain the same.

7. Choose the type of external database you are using in your Hybrid Data Pipeline deployment.

   - Select \textbf{Oracle}, and continue at Step 8 on page 96.
   - Select \textbf{MySQLCommunity}, and continue at Step 9 on page 97.
   - Select \textbf{MSSQLServer}, and continue at Step 10 on page 97.
   - Select \textbf{PostgreSQL}, and continue at Step 11 on page 97.

8. Provide the connection information for the mirror of your Oracle database.

   a) Type the name of the host.
   b) Type the port number.
c) Select the connection type. Do one of the following:

- If you connect using the Oracle System Identifier (SID), select **Connect using SID** and enter the SID.
- Select **Connect using Service Name**, then type the database service name that specifies the database that is used for the connection. The service name is a string that is the global database name. The global database name typically comprises the database name and domain name.

**d) Optionally, when prompted for Advanced Options, specify additional connection parameters and their values to be included in the connection url. Values should be entered as a semicolon-separated list of parameter=value.** For example, you may enter to following options to configure SSL:

```
encryptionLevel=Required;encryptionTypes=(AES256);
dataIntegrityLevel=Required;dataIntegrityTypes=(SHA1);
encryptionMethod=SSL;keyStore=/common/Oracle/trustStore.jks;
keyStorePassword=secret;serverType=dedicated;authenticationMethod=ntlm;
hostNameInCertificate=oracle;editionName=hybrid
```

e) Continue at Step 12 on page 98.


a) Type the name of the host.
b) Type the port number.
c) Type the database name.
d) Optionally, when prompted for Advanced Options, specify additional connection parameters and their values to be included in the connection url. Values should be entered as a semicolon-separated list of parameter=value.
e) Continue at Step 12 on page 98.

10. Provide the connection information for the mirror of your SQL Server database.

a) Type the name of the host.
b) Type the port number.
c) Type the database name.
d) Type the name of the schema.
e) Optionally, in the Advanced Options field, specify additional connection parameters and their values to be included in the connection URL. Values should be entered as a semicolon-separated list of parameter=value.
f) Continue at Step 12 on page 98.

11. Provide the connection information for the mirror of your PostgreSQL database.

a) Type the name of the host.
b) Type the port number.
c) Type the database name.
d) Type the name of the schema.
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e) Optionally, in the **Advanced Options** field, specify additional connection parameters and their values to be included in the connection URL. Values should be entered as a semicolon-separated list of `parameter=value`.

f) Continue at Step 12 on page 98.

12. Provide the external database credential information.

**Note:** The credentials of the mirror database should be the same as those of the original database.

- Provide the administrator user name. The administrator user must have certain privileges that are specific to the database vendor. For a list of required privileges, see **External system databases** on page 22.
- Provide the password for the external database administrator account.
- Provide the standard user name. The standard user must have certain privileges that are specific to the database vendor. For a list of required privileges, see **External system databases** on page 22.
- Provide the password for the external database standard user account.

13. Review port numbers and accept the previously specified values. Port numbers should be the same as those specified in the previous installation or upgrade.

14. Review the upgrade summary, and proceed with the upgrade.

**What to do next:**
You must now perform an **Express** upgrade on each of the remaining nodes in the Hybrid Data Pipeline cluster. See **Express upgrade system database recovery** on page 98 for step-by-step instructions.

---

**Express upgrade system database recovery**

After performing the initial **Modify settings** upgrade on a cluster node, you must proceed with **Express** upgrades on the remaining nodes in the cluster to integrate the mirror of your external system database with your standing installation of Hybrid Data Pipeline.

Take the following steps to perform the **Express** upgrade.

1. From a command-line prompt, navigate to the directory where you saved the product file. Alternatively, place the product file directory on your path before proceeding to the next step.

   The product file has the format `PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin`, where `nn` is the version of the product.

2. Make the file an executable using the `chmod +x` command. For example:

   ```bash
   chmod +x ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin
   ```

3. Run the executable.

   **GUI mode**

   ```bash
   ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin
   ```

   **Note:** If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode.
• **Console mode**

   ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin -i console

4. When prompted, enter the directory of the installation you want to upgrade.
5. When prompted, choose an upgrade installation on the existing installation.
6. When prompted, choose an Express upgrade.
7. Review the upgrade summary, and proceed with the upgrade.

**What to do next:**

Review the installation log files for a record of any problems that may have occurred during the upgrade.

The installer generates a number of log files during the installation process. The location of these files depends on the success of the upgrade.

• If the installer successfully creates the product installation directory, the installer generates the following log files.
  • `<install_dir>/ProgressHDServer_installation/Logs/Progress_DataDirect_Hybrid_Data_Pipeline_Server_Install<timestamp>.log`
  • `<install_dir>/ddcloud/deploy.log`
  • `<install_dir>/ddcloud/final.log`
  • `<install_dir>/ddcloud/error.log`

• If the installation or upgrade fails such that the installer does not create the installation directory, the installer writes a file named `Progress__DataDirect_Hybrid_Data_Pipeline_Server_InstallFailed.txt` to the machine’s default temporary directory.

• When a silent installation or upgrade fails, the installer writes a file named `SilentInstallerError.log` to the user’s home directory.

• When hostname and port validation are skipped by specifying validation settings in the silent installation response file, the installer generates the file `SilentInstallInfo.log` in the user’s home directory.

For further assistance, contact Progress DataDirect [Technical Support](#).
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Disaster recovery for a network load balancer deployment

Backing up a Hybrid Data Pipeline deployment is a precondition for full recovery of a Hybrid Data Pipeline service. As described in Backing up Hybrid Data Pipeline deployments on page 47, the following features of a Hybrid Data Pipeline load balancer deployment should be backed up.

- System database
- Key location
- Load balancer and load balancer configurations (including certificates used to provide SSL termination)

In a complete system failure scenario, the Hybrid Data Pipeline service can be recovered with these backups. The recovery begins with restoring the system database and reestablishing a key location. The server must then be reinstalled on host machines, and the load balancer must be setup and configured to manage requests. In addition, if any client-side components (such as the On-Premises Connector or the ODBC and JDBC drivers) were lost during the failure event, these components must be reinstalled.

**Note:** If you are running a cloud load balancer such as the AWS Application Load Balancer or the Azure Application Gateway, you should consult your vendor documentation about backing up your deployment. For information specific to Hybrid Data Pipeline deployments using cloud load balancers, see Configuring a cloud load balancer with the On-Premises Connector on page 19.

For details, see the following topics:

- Recovering from complete system failure
Recovering from complete system failure

Before you begin:

- The Hybrid Data Pipeline deployment should be backed up according to Backing up Hybrid Data Pipeline deployments on page 47.
- You should have the installation program for the version of the product used in the previous deployment of the service.
- You should have load balancer SSL certificate files used for server installation and load balancer configuration. (Depending on your environment, a single SSL certificate file may be used.)
- You should have the credentials for the system database.

About this task:
Take the following steps to restore the service after a disaster or other system-wide failure.

1. Restore the system database on a new machine, according to your database vendor documentation.
2. Copy the contents of the backup key location to a new key location accessible to the nodes in the new environment.
3. Delete the <key_location>/db directory and the <key_location>/global.properties file from the key location.
4. Spin up a server to host a new load balancer for the new environment.

   **Note:** Load balancer configuration takes place in Step 7 after the nodes for the new environment have been installed.

5. Perform a Custom installation on a new machine with the version of the product used in the standing deployment of the server.

   **Note:** The purpose of this installation is to restore the previous deployment of the service. Therefore, with the exception of hostname and system database information, the values specified should be the same as those specified during the previous installation or upgrade of the service.

   a) From a command-line prompt, navigate to the directory where you saved the product file. Alternatively, place the product file directory on your path before proceeding to the next step.

      The product file has the format PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin, where nn is the version of the product.

   b) Make the file an executable using the chmod command. Then, press ENTER. For example:

      chmod +x ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin

   c) Run the executable.

      - **Console mode**
        
        ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin -i console

      - **GUI mode**
        
        ./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin
Note: If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode.

d) Accept or enter the fully qualified hostname for the Hybrid Data Pipeline server. By default, the installer suggests the name of the current machine.

e) When prompted, choose a Custom installation.

f) Specify the key location created in Step 2. This is the key location for the new environment.

g) When prompted, provide the load balancer SSL certificate file. This should be the file, or a backup of the file, used in the previous deployment of the service.

h) When prompted, enter the host and credential information of the restored system database.

Important: The information provided should be the information for the system database restored in Step 1.

i) Review and confirm port numbers.

j) Review the installation summary, and proceed with the installation.

6. Perform a Custom installation on each additional node in the new environment.

Note: When performing subsequent installations on additional nodes, you must specify the key location created in Step 2 (and specified in Step 5, Substep f). The installer uses the files written to the key location during the initial installation to install the server on additional nodes. Hence, for installations on additional nodes, the installer bypasses prompts for load balancing, SSL, external database, and On-Premises Connector configurations.

a) Run the executable.

• Console mode

./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin -i console

• GUI mode

./PROGRESS_DATADIRECT_HDP_SERVER_nn_LINUX_64_INSTALL.bin

Note: If the installer cannot continue with a GUI installation, a message is displayed and the installation continues in console mode.

b) Accept or enter the fully qualified hostname for the Hybrid Data Pipeline server. By default, the installer suggests the name of the current machine.

c) When prompted, choose a Custom installation.

d) Specify the key location for the new environment established in Step 2.

e) Review port numbers.

f) Review the installation summary, and proceed with the installation.

7. Configure the load balancer spun up in Step 4 for the new environment.
**Note:** The load balancer must be configured to manage incoming traffic among the nodes in the new environment. If the On-Premises Connector is being used to connect with a data store behind a firewall, the load balancer must also be configured to communicate with the On-Premises Connector. In addition, you will need to specify the SSL certificate file to enable SSL termination in the load balancer. See *Load balancer configuration* on page 15 for details.

8. Reinstall client-side components (such as the On-Premises Connector or the ODBC and JDBC drivers). If the load balancer configuration (SSL certificate or hostname) changed during reinstallation of the server, client-side components will need to be reinstalled. The component(s) must be reinstalled with the configuration and certificate files written to the `redist` folder during installation of the server on nodes in the new environment.

The four configuration and certificate files are:

- `config.properties`
- `OnPremise.properties`
- `ddcloud.pem`
- `ddcloudTrustStore.jks`

**Note:** Refer to the *Progress DataDirect Hybrid Data Pipeline Installation Guide* for details.

9. Test the restored service to ensure it is performing as expected.

**What to do next:**

As a matter of best practices, monitor functionality and performance in the newly restored environment.